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In December 2015 I gave a series of six lectures at the Indian Institute of Science in which I

sketched the thematic development of some of the main techniques and results of 20th-century

harmonic analysis. The subjects of the lectures were, briefly, as follows:

1. Fourier series, 1900-1950.

2. Singular integrals (part I).

3. Hp, BMO, and singular integrals (part II).

4. Littlewood-Paley theory: the history of a technique.

5. Harmonic analysis on groups.

6. Wavelets.

I emphasized interconnections, both the way in which the material in the first lecture provided

the roots out of which most of the developments in the other lectures grew, and the ways in which

those developments interacted with each other. I included sketches of as many proofs as the time

would permit: some very brief, but some fairly complete, especially those whose methodology

is an important part of the subject. Much was omitted, of course, and there was a natural bias

toward the areas where I have spent periods of my own mathematical life. Many developments,

particularly those of the final quarter-century, received at most a brief mention.

This paper is a written account of these lectures with a few more details fleshed out, a few topics

reorganized, and a few items added. I hope that others may find it an interesting narrative and

a useful reference, and that it may lead some of them to share my enjoyment of exploring the

original sources. I have tried to provide the references to those sources wherever possible, and

for the more recent developments I also provide references to various expository works as the

occasion arises. For the pre-1950 results discussed here and their proofs, however, there is one
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canonical reference, which I give here once and for all: Antoni Zygmund’s treatise [96]. (The

more fundamental ones can also be found in Folland [29].)

Key words : Fourier analysis; harmonic analysis; singular integral operators; Hardy spaces;

Littlewood-Paley theory; wavelets

1. SOME NOTATION AND TERMINOLOGY

We denote the circle group, considered either asR/2πZ with coordinateθ or as{z ∈ C : |z| = 1}
with coordinateeiθ, by T; and we denote the unit disc in the plane, with polar coordinates written

either in real form as(r, θ) or in complex form asz = reiθ, byD. The Fourier series of an integrable

functionf onT is

f(θ) ∼
∞∑
−∞

cke
ikθ, ck =

1
2π

∫ 2π

0
f(θ)e−ikθ dθ.

(We write∼ rather than= because the convergence of the series is a major issue to be discussed

below.) The partial sums of this series are always taken to be the symmetric ones:

Sf
n(θ) =

n∑
−n

cke
ikθ. (1)

Associated to every such Fourier series is the series

u(r, θ) =
∞∑
−∞

ckr
|k|eikθ (0 ≤ r < 1), (2)

which converges uniformly on compact subsets ofD to a harmonic function. For fixedr < 1, the

seriesu(r, ·) is called therth Abel meanof the Fourier series off .

The functionu can also be expressed as thePoisson integralof f :

u(r, θ) =
∫ 2π

0
P (r, θ − φ)f(φ) dφ, (3)

whereP is thePoisson kernel:

P (r, θ) =
∞∑
−∞

r|k|eikθ =
1− r2

1 + r2 − 2r cos θ
. (4)

We shall also need the analogue of this for functions onRn. If f ∈ Lp(Rn) (1 ≤ p ≤ ∞), its

Poisson integralis the harmonic functionu on

Rn+1
+ = {(t, x) : t > 0, x ∈ Rn}
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defined by

u(t, x) = (Pt ∗ f)(x),

wherePt is thePoisson kernel

Pt(x) =
Γ((n + 1)/2)

π(n+1)/2

t

(|x|2 + t2)(n+1)/2
(5)

(see, for example, [28] or [87]) and∗ denotesconvolution:

g ∗ h(x) =
∫

g(x− y)h(y) dy =
∫

g(y)h(x− y) dy.

If E ⊂ T or E ⊂ Rn, χE denotes the characteristic function ofE: χE(x) = 1 if x ∈ E,

χE(x) = 0 otherwise.

Although we follow the classical practice in taking Fourier series to be2π-periodic, for Fourier

transforms we shall prefer to put the factors of2π in the exponents. Thus, we define the Fourier

transform of a functionf ∈ L1(Rn) by

f̂(ξ) = Ff(ξ) =
∫

Rn

e−2πiξ·xf(x) dx.

The Fourier inversion formula (valid literally if̂f ∈ L1(Rn) and suitably interpreted in the general

case) is then

f(x) = F−1f̂(x) =
∫

Rn

e2πiξ·xf̂(ξ) dξ.

We record here one specific Fourier transform that will be needed in several places: the Fourier

transform of the Poisson kernel (5) is

P̂t(ξ) = e−2πt|ξ|. (6)

2. FOURIER SERIES IN 1900: POINTWISE CONVERGENCE

The year 1900 — or, better, 1902 — is a good starting point for the history of modern harmonic

analysis, because the latter is the year when the Lebesgue integral [51] was born. Before this funda-

mental tool became available, one did not have the conceptual machinery to state, much less prove,

most of the results that now form the basis of the subject. Of course, the use of trigonometric series

to solve problems coming from physics and other sciences goes back to Euler and the Bernoullis in

the 18th century, but before the Lebesgue revolution the development of a rigorous theory (apart from

results of an elementary nature) was largely restricted to questions about pointwise convergence.
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The first great advance in this direction was made by Dirichlet [16] in 1829. He proved that the

Fourier series of a periodic functionf that is piecewise continuous and piecewise monotone converges

to 1
2 [f(θ+) + f(θ−)] at everyθ, and in particular tof(θ) at everyθ at whichf is continuous. Once

the Riemann integral and the notion of “bounded variation” became available, it required only a slight

elaboration of Dirichlet’s argument to show that the hypothesis “piecewise continuous and piecewise

monotone” could be replaced by “of bounded variation on[0, 2π]”. This sufficient condition for

pointwise convergence remains unmatched for its combination of utility and generality.

The next major paper on the subject was Riemann’sHabilitationsschrift[69], which dates from

1854 although it was not formally published until after Riemann’s death in 1866. Riemann main con-

cern was the question of convergence of trigonometric series
∑

cke
ikθ without a priori assumptions

on the nature of the coefficientsck. The results that he considered the main point of the paper are no

longer of broad interest (though some of them are discussed in Chapter IX of Zygmund [96]). How-

ever, the paper is significant as the birthplace of the Riemann integral as a precisely defined concept,

and two of its theorems are still widely used: the fact that the Fourier coefficientscn of a Riemann

integrable function tend to zero asn → ∞ (which became the “Riemann-Lebesgue lemma” when

generalized to Lebesgue integrable functions), and the fact that the convergence or divergence of the

Fourier series of an integrable functionf at a pointx0 depends only on the behavior off in an arbi-

trarily small neighborhood ofx0. It also contains some notable counterexamples and a nice account

of the earlier work on trigonometric series and their applications.

The other landmark of the pre-1900 theory is the discovery by du Bois-Reymond in 1873 [18] of

a continuous periodic function whose Fourier series diverges at one point. (Simpler examples are now

known, and a fairly easy Baire-category argument shows that the Fourier series of “most” functions

in C(T) are not everywhere convergent.)

After 1900 the emphasis shifted from pointwise convergence to other types of convergence and

methods of summation, so we shall close the discussion of pointwise convergence of Fourier series

by citing three later major results. First, in 1914 Sergei Bernstein [1] showed that the Fourier series

of a function that is Ḧolder continuous of exponent> 1
2 converges absolutely and hence uniformly

on T. (Such functions need not be of bounded variation on any interval.) Second, in 1923 A. N.

Kolmogorov [46] constructed a function inL1(T) whose Fourier series diverges almost everywhere,

and three years later [47] he outdid himself by producing a function inL1(T) whose Fourier series

divergeseverywhere. After that, the outstanding open question was whether the Fourier series of a

function inLp(T) (p > 1), or even inC(T), necessarily converges almost everywhere; an affirmative

answer was given in 1966 by Lennart Carleson [6] forp = 2 and extended shortly afterwards to all

p > 1 by Richard Hunt [40]; see also Fefferman [21].
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3. THE FIRST DECADE: 1900-1910

The first major advance in the theory of Fourier series after 1900 did not actually make use of the

Lebesgue integral: it is L. Fejér’s theorem [24] on summability of Fourier series. Instead of evaluating

a Fourier series of a functionf as the limit of its partial sumsSf
n defined by (1), we evaluate it as the

limit of the averageof the firstn partial sums (thenth Ces̀aro mean),

σf
n(θ) =

1
n

[Sf
1 (θ) + · · ·+ Sf

n(θ)],

or as the limit ofrth Abel meanu(r, θ) defined by (2) asr → 1.

Theorem1 (Fejer, 1903) — If f is Riemann integrable onT, thenσf
n(θ) → f(θ) as n → ∞

andu(r, θ) → f(θ) asr → 1 at everyθ wheref is continuous. Iff is continuous everywhere, then

σf
n → f andu(r, ·) → f uniformly.

Fej́er proved the results aboutσf
n much as we do today, by writingσf

n as the convolution off with

the so-called Fejér kernel and examining the properties of the latter, then deduced the results aboutu

by invoking the known connections between Cesàro and Abel means.

Not long afterward, Fatou [19] investigated the boundary behavior ofu in the light of the new

Lebesgue integral and established a cluster of interesting results. By combining one of them with

Lebesgue’s version of the fundamental theorem of calculus, one obtains the following remarkable

improvement on Fejér’s pointwise convergence theorem, involving the important notion of nontan-

gential convergence. Namely, ifg(r, θ) is a function on the unit disc [resp.,g(t, x) is a function on

Rn+1
+ ], andh(θ) is a function onT [resp.,h(x) is a function onRn], we say thatg(r, θ) → h(θ0)

nontangentially[resp.,g(t, x) → h(x0) nontangentially] if, for every c > 0, g(r, θ) → h(θ0) as

(r, θ) → (1, θ0) in the region where|θ − θ0| < c(1 − r) [resp.,g(t, x) → h(x0) as(t, x) → (0, x0)

in the region where|x− x0| < ct].

Theorem2 (Fatou, 1906) — If f ∈ L1(T) and u is defined by(2), thenu(r, θ) → f(θ0)

nontangentially at almost everyθ0 — more precisely, at everyθ0 in the Lebesgue set off .

One of the fundamental properties of the Fourier basis{eikθ} is that it is orthonormal (with respect

to the measuredθ/2π), as was recognized in the 19th century in connection with Sturm-Liouville

theory. This aspect of the theory was put in the spotlight in a paper of F. Riesz1 [70] and almost

simultaneously in a paper of E. Fischer [25] concerning square-integrable functions (the collection

of which had not yet been named “L2,” though we shall employ that notation). In modern language,

1The “F.” could stand for Frigyes, Friedrich, or Fréd́eric, all linguistic variants of the same name, depending on whether

Riesz was writing in Hungarian, German, or French.
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Reisz’s and Fischer’s results both amount to the completeness ofL2; but here they are in their original

form.

Theorem3 (F. Riesz, Fischer;1907) —

(a) (Fischer) If{fn} is a sequence inL2([a, b]) such that
∫ b
a |fn(x)− fm(x)|2 dx → 0 asm,n →

∞, there is anf ∈ L2([a, b]) such that
∫ b
a |fn(x)− f(x)|2 dx → 0.

(b) (Riesz) If{φk} is an orthonormal sequence inL2([a, b]) and{ck} is a sequence of numbers

such that
∑ |ck|2 < ∞, there is an functionf ∈ L2([a, b]) such that

∫ b
a f(x)φk(x) dx = ck for all

k.

Riesz’s theorem is a corollary of Fischer’s, as Fischer pointed out; the function in question is, of

course,f =
∑

ckφk, and the point is that the partial sums of this series satisfy Fischer’s hypothesis.

However, Riesz’s (slightly earlier) argument did not invoke this result explicitly, and it is easy to

deduce Fischer’s theorem from it.

The year 1910 witnessed several developments that are relevant to our story. First, Riesz [71]

inventedLp spaces (1 ≤ p < ∞) and developed their basic theory. It is then an easy corollary of

Fej́er’s results on uniform convergence in Theorem 1, together with the density ofC(T) in Lp(T), that

the analogous results hold for convergence inLp; that is, iff ∈ Lp(T) (p < ∞) then‖σf
n − f‖p → 0

asn →∞ and‖u(r, ·)− f‖p → 0 asr → 1.

Second, Michel Plancherel published the memoir on integral representations of functions [67]

that led to the attachment of his name to the fact that the Fourier transform is a unitary operator on

L2(R). In fact, this result is not explicitly in Plancherel’s paper. His main results, in our context, are

a rigorous definition of the Fourier cosine transform

Fcf(ξ) =
∫ ∞

0
f(x) cos(ξx) dx

for f ∈ L2
R(0,∞) (all of Plancherel’s functions are real-valued) and a proof of the inversion formula

for it, namely,F2
c = (π/2)I. The unitarity ofFc (up to a scalar factor) is, however, an imme-

diate consequence: since
∫

(Fcf)g =
∫∫

f(x)g(ξ) cos(ξx) dx dξ =
∫

f(Fcg), we have
∫

(Fcf)2

=
∫

f(F2
c f) = (π/2)

∫
f2.

The third development is Alfred Haar’s investigation [33] of expansion of functions in terms of

orthonormal bases (part of his doctoral thesis). The first part of this paper concerns the orthonormal

bases forL2([a, b]) consisting of eigenfunctions of Sturm-Liouville problems; Haar shows that they

share with the Fourier basis the property that the series associated to a continuous functionf need
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not converge pointwise but is always Cesàro summable tof . (This is not unexpected, since the high-

frequency eigenfunctions of such problems tend to look a lot like sine waves.) He then asks whether

there is an orthonormal basis forL2([0, 1]) with the property that the expansion of any continuous

function is uniformly convergent, and he produces the affirmative answer now known as theHaar

basis. It is defined as follows; for future reference we consider its elements as functions onR,

although for the present we are interested in them only on[0, 1]. We set

ψ0 = χ[0,1], ψ1 = χ[0,1/2) − χ(1/2,1], (7)

and forn = 2j + k for j ≥ 1 and0 ≤ k < 2j ,

ψn(x) = 2j/2ψ1(2jx− k.) (8)

(That is, forn = 2j + k, ψn is 2j/2 on the left half of[2−jk, 2−j(k + 1)],−2j/2 on the right half,

and 0 elsewhere.) It is an elementary exercise to check that (i){ψn}∞0 is orthonormal inL2([0, 1])

and (ii) the linear span ofψ0, . . . , ψ2j−1 is the set of all functions on[0, 1) that are constant on each

subinterval(2−jk, 2−j(k + 1)) and satisfyf(x) = 1
2 [f(x−) + f(x+)] at the break pointsx = 2−jk;

it follows easily that{ψn}∞0 is an orthonormal basis forL2([0, 1)). Moreover, since theψn’s are

bounded, the coefficients〈f, ψn〉 =
∫ 1
0 f(x)ψn(x) dx make sense for allf ∈ L1([0, 1]).

Theorem4 (Haar, 1910) — If f ∈ L1([0, 1]), the series
∑∞

0 〈f, ψn〉ψn(x) converges tof(x) at

everyx in the Lebesgue set off (in particular, almost everywhere). Iff is continuous on[0, 1], the

convergence is uniform.

4. FOURIER SERIES AND COMPLEX ANALYSIS, 1915-1930

Many of the developments in Fourier analysis between the two world wars had to do, directly or

indirectly, with the connection between Fourier series onT and holomorphic or harmonic functions

onD. We have already encountered the harmonic extensionu(r, θ) of a functionf(θ), defined by (2).

The harmonic conjugate ofu that vanishes at the origin is

v(r, θ) =
1
i

∞∑
−∞

ck(sgn k)r|k|eikθ, sgn k =





k/|k| if k 6= 0,

0 if k = 0.
(9)

(By “harmonic conjugate” we mean a functionv that satisfies the Cauchy-Riemann equations

vx = −uy, vy = ux. This makes sense even ifu is complex-valued, although the original researchers

generally had in mind thatf andu are real-valued.) It is known (see Zygmund [96,§VII.1]) that
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limr→1 v(r, θ) exists almost everywhere; it is formally given by the series(1/i)
∑

ck(sgn k)eikθ. We

denote this function bỹf(θ) and call it the (Fourier) conjugatefunction off :

f̃(θ) = lim
r→1

v(r, θ) ∼ 1
i

∞∑
−∞

ck(sgn k)eikθ. (10)

One of the main lines of development concerns what we now callHp spaces or Hardy spaces.

There are now several types of Hardy spaces, but the original ones are defined as

Hp(D) =
{
F holomorphic onD : ‖F‖Hp ≡ sup

r<1
[Mp

F (r)]1/p < ∞}
(0 < p < ∞), (11)

where

Mp
F (r) =

1
2π

∫ 2π

0
|F (reiθ)|p dθ. (12)

(‖·‖Hp is a norm only forp ≥ 1.) These spaces are named in honor of G. H. Hardy, but Hardy did not

invent them. Rather, in a 1915 paper [36] he proved that ifF (z) is holomorphic in the disc|z| < R,

thenMp
F (r) is an increasing function ofr for r < R, and moreover logMp

F (r) is a convex function

of log r. The spacesHp(D) were first formally defined, and namedHp in recognition of Hardy’s

theorem, in a 1923 paper of F. Riesz [72].

The first serious work on these spaces, however, came several years earlier, in the Riesz broth-

ers’ only joint paper [73]. In the first part of this paper they showed that the boundary values of a

holomorphic function onD, under suitable hypotheses including theHp condition forp > 1, cannot

vanish on a set of positive linear measure inT. They then turned to the casep = 1 and proved the

following fundamental result:

Theorem5 (F. and M. Riesz,1916) — A holomorphic functionF (z) =
∑∞

0 akz
k onD belongs

to H1(D) if and only if
∑∞

0 ake
ikθ is the Fourier series of a functionf(eiθ) in L1(T). In this case,

F andf determine each other by the relations

F (z) =
1

2πi

∫

|w|=1

f(w)
w − z

dw, f(eiθ) = lim
r→1

F (reiθ) for a.e. θ.

The “if” implication of Theorem 5 is quite easy, forF can be derived fromf not only by

the Cauchy integral as above but by the Poisson integral (3). The facts thatP (r, θ) ≥ 0 and∫ 2π
0 P (r, θ) dθ = 1 for all r < 1 (see (4)) then easily imply thatF ∈ H1(D). The converse is

the hard part; the essential ingredient in its proof is the following result, which is of interest in its own

right:
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Theorem6 (F. and M. Riesz,1916) — Letµ be a complex Borel measure onT. If the Fourier

coefficientsck = (1/2π)
∫ 2π
0 e−ikθdµ(θ) vanish fork < 0, thenµ is absolutely continuous with

respect to Lebesgue measure.

The reader of [73], however, may have trouble locating this result therein. What is actually stated

and proved there is as follows: SupposeF (z) is bounded onD and its boundary valuesF (eiθ) on

T exist and constitute a function of bounded variation. Then this function is continuous (this was

already known), so that the image ofT under it is a rectifiable curveF (T); and the image of any set

of measure zero inT has measure zero inF (T). (To obtain Theorem 6 from this, one takesF (z) to be

the integrated series
∑∞

0 ckz
k+1/(k + 1), so thatdµ(θ) is the Lebesgue-Stieltjes measuredF (eiθ).)

Theorem 5 can be restated in the following way, which we present as a corollary. (Thef in

Theorem 5 corresponds tof + if̃ here.)

Corollary 7 — Supposef ∈ L1(T), and letu, v, andf̃ be defined by (2), (9) and (10). Then

u + iv ∈ H1(D) if and only if f̃ ∈ L1(T).

Corollary 7 remains true ifL1 andH1 are replaced byLp andHp with p > 1, but it is easier in

the latter case. In fact, there it is a corollary of the analogous result for harmonic functions; namely,

a harmonic functionu(r, θ) onD satisfiessupr<1 ‖u(r, ·)‖Lp(T) < ∞ (1 < p < ∞) if and only if u

is the Poisson integral of anf ∈ Lp(T). The “if” implication follows from elementary properties of

the Poisson kernel as above, and for the converse, one can use the weak compactness of the closed

unit ball of Lp (proved by F. Riesz in [71]) to show that asr → 1, u(r, ·) converges weakly inLp to

anf ∈ Lp(T) of whichu is the Poisson integral. Forp = 1, however, this breaks down and one can

conclude only thatu is the Poisson integral of a measure onT.

There is more to the story, of course. Simple examples show that the conjugate of anL1 function

need not be inL1, but what aboutLp for p > 1? The casep = 2 is obvious: since the Fourier basis

is orthogonal, from (10) we have‖f̃‖2
2 = 2π

∑
k 6=0 |ck|2 ≤ ‖f‖2

2. But for p 6= 2, the answer lies

deeper. It was announced by Marcel Riesz in 1924 [74], though he did not get around the publishing

the details of his proof until 1927 [75]:

Theorem8 (M. Riesz,1924) — The mapf 7→ f̃ is bounded onLp(T) for 1 < p < ∞.

This result is now seen as the prototype example of the theory of singular integrals, which we

shall discuss in§7, but the tools needed to build that theory did not yet exist in 1924. (The weak-

type estimate forp = 1 was proved by Kolmogorov [48] in 1925, but the interpolation theorem from

which theLp estimate then follows came considerably later; see§5.) Rather, Riesz devised a clever
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argument that exploited the connection with complex analysis. It has the disadvantage that it does not

generalize at all, but it is still worth a little attention for its esthetic value. It shows that ifu andv are

the Poisson integrals off andf̃ , then
∫ 2π

0
|v(r, θ)|p dθ ≤ Cp

∫ 2π

0
|u(r, θ)|p dθ (0 < r < 1) (13)

with Cp independent ofr andf , and the result follows by lettingr → 1.

We explain the idea by working out the casep = 4. We may assume thatf is real-valued (so that

u andv are too) and that the constant termc0 in the Fourier series off vanishes. LetF = u + iv.

ThenF (0) = c0 = 0, so by the Cauchy integral formula,

0 =
∫

|z|=r

F (z)4

iz
dz =

∫ 2π

0
(u(r, θ) + iv(r, θ))4 dθ.

Taking real parts yields

∫
v4 = 6

∫
u2v2 −

∫
u4 ≤ 6

[∫
u4

∫
v4

]1/2

(with obvious abbreviations), and this immediately gives (13) withC4 = 36.

The same idea, with some elaboration, works whenp is any even integer, and Riesz managed

to push it further so that it works whenp is anything except an odd integer. (The emergence of an

inconvenient factor ofcos(πp/2) at a certain point spoils the argument in these exceptional cases.)

But if p > 1 is an odd integer, its conjugate exponentp/(p − 1) lies in the interval(1, 2), where the

result is valid, so a simple duality argument completes the proof.

As Riesz observed, his theorem has the following important consequence that has no apparent

connection to complex analysis:

Corollary 9 — If f ∈ Lp(T) with 1 < p < ∞, the partial sumsSf
n of its Fourier series given by

(1) converge tof in theLp norm asn →∞.

The proof is easy. Since the trigonometric polynomials are dense inLp (a consequence of Fejér’s

theorem), by the usualε/3-argument it is enough to show that‖Sf
n‖p ≤ Cp‖f‖p with Cp independent

of n. ButSf
n = (E−nPEn−En+1PE−(n+1))f whereP (

∑∞
−∞ cke

ikθ) =
∑∞

0 cke
ikθ andEnf(θ) =

einθf(θ). ClearlyEn is an isometry onLp for everyn, andPf = 1
2(f + if̃) (assuming, as above,

thatc0 = 0); the result therefore follows from Theorem 8.

TheL2 convergence of a Fourier series is, of course, unaffected by the order in which the terms are

added up, as any rearrangement of an orthonormal basis is again an orthonormal basis; but the validity
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of Corollary 9 is strongly dependent on the fact that the partial sumsSf
n are taken to be the standard

ones. It is well known that in any Banach spaceX, a series
∑∞

1 xn converges unconditionally (that is,
∑∞

1 xσ(n) converges to the same sum for any permutationσ of Z+) if and only the series
∑∞

1 εnxn

converges for all choices ofεn ∈ {−1, 1}. (See, for example, [42].) In 1930 Littlewood [52] showed

that this is not the case whenX = Lp(T) (p 6= 2) andxn = Sf
n − Sf

n−1, and shortly afterward Paley

and Zygmund [63] obtained the following remarkable generalization of Littlewood’s result.

Paley and Zygmund made use of the convenient encoding of sequences of±1’s by means of the

Rademacher functions, first studied in [68]. They are most easily defined analytically as

rn(t) = sgn[sin(2n+1πt)] (0 ≤ t ≤ 1.) (14)

In other words, as long ast is not a dyadic rational,rn(t) = (−1)dn+1(t) wheredn(t) ∈ {0, 1}
is the nth digit in the base-2 decimal expansion oft (but rn(j/2k) = 0 for n ≥ k). Thus any

sequence{εn} of ±1’s except those that contain only finitely many 0s or finitely many 1s can be

written as{rn(t)} for a uniquet ∈ (0, 1). Moreover, it is easily seen that the mapt 7→ {rn(t)}
is measure-preserving from Lebesgue measure on(0, 1) (with the dyadic rationals omitted) to the

natural probability measure on
∏∞

0 {−1, 1} determined by a sequence of tosses of a fair coin.

Theorem10 (Paley-Zygmund,1930) — Given a sequence{cn}∞−∞ of complex numbers, let

An(θ) = cneinθ + c−ne−inθ.

(a) If
∑ |cn|2 < ∞, for almost everyt ∈ (0, 1) the series

∑∞
0 rn(t)An(θ) converges a.e. onT to

a function in
⋂

p<∞ Lp(T).

(b) If
∑ |cn|2 = ∞, for almost everyt ∈ (0, 1) the series

∑∞
0 rn(t)An(θ) diverges (and indeed

is not Ces̀aro or Abel summable) a.e. onT.

Thus, by taking thecn’s to be the Fourier coefficients of a function inL2 \ Lp (if p > 2) or in

Lp \ L2 (if p < 2), one obtains examples of functions inLp such that theLp convergence of their

Fourier series is destroyed by suitable insertions of factors of±1.

The proof of Theorem 10 is a rather easy consequence of Fubini’s theorem together with the

following properties of the Rademacher functions, which we shall meet again in§10; see Zygmund

[96, §V.8] for details.

Lemma11 — If
∑∞

0 |an|2 < ∞, the series
∑

anrn(t) converges a.e. on[0, 1] to a function

f ∈ ⋂
p<∞ Lp([0, 1]); moreover, there are constantsAp and Bp depending only onp such that

Ap
∑ |an|2 ≤ ‖f‖2

p ≤ Bp
∑ |an|2. On the other hand, if

∑∞
0 |an|2 = ∞, the series

∑
anrn(t)

diverges (and indeed is not Cesàro or Abel summable) for a.e.t ∈ [0, 1].
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The situation withLp convergence of Fourier series is quite different if one considers not the

whole sequence of partial sumsSf
n but only a subsequenceSf

n(m) wheren(m), roughly speaking,

grows exponentially withm. To be specific, letn(m) = 2m; thusSf
n(m) is themth partial sum of the

seriesc0 +
∑∞

l=0 ∆f
l where∆f

l =
∑

2l−1<|k|≤2l cke
ikθ. It turns out that the seriesc0 +

∑
∆f

l does

converge unconditionally inLp whenf ∈ Lp(T), 1 < p < ∞, and the same is true for other similar

choices ofn(m). But this is a small part of a much longer story, the “Littlewood-Paley theory,” which

we shall recount in§10.

The final development from this period on our agenda is the great 1930 paper of Hardy and Lit-

tlewood [37]. In it they begin by introducing the concept of nonincreasing rearrangements and prove

some fundamental results about them; then they introduce the Hardy-Littlewood maximal function

for functions inL1(T),

Mf(θ) = sup
0<|t|<π

1
t

∫ t

0
|f(θ + φ)| dφ,

and the nontangential maximal functions for functions onD,

u∗c(θ) = sup
(r,φ)∈Sc(θ)

|u(r, φ)| (0 ≤ c < 1), (15)

where the nontangential approach regionSc(θ) may be taken to be the convex hull of the discr ≤ c

and the point(1, θ). (The precise shape ofSc(θ) outside a neighborhood of(1, θ) is unimportant,

as is the value ofc, except that whenc = 0 u∗c becomes the radial maximal functionu∗0(θ) =

sup0<r<1 |u(r, θ)|.) The main results are as follows:

Theorem12 (Hardy-Littlewood,1930) —

(a) For 1 < p ≤ ∞ there is a constantAp such that‖Mf‖p ≤ Ap‖f‖p for all f ∈ Lp(T).

(b) For 0 ≤ c < 1 there is a constantBc such thatu∗c(θ) ≤ BcMf(θ) wheneverf ∈ L1(T) and

u is its harmonic extension toD; consequently,‖u∗c‖p ≤ ApBc‖f‖p for p > 1.

(c) For 0 < p < ∞ and0 ≤ c < 1 there is a constantCp,c such that‖F ∗
c ‖p ≤ Cp,c‖F‖Hp for all

F ∈ Hp(D). (Here, of course,F ∗
c = u∗c whereu(r, θ) = F (reiθ)).

Part (c) is a corollary of part (b) whenp > 1, for thenF is the harmonic extension of anf ∈ Lp(T)

and‖F‖Hp = ‖f‖p, but forp ≤ 1 it expresses a special property of holomorphic functions that is not

shared by all harmonic functions.
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5. INTERPOLATION THEOREMS

Among the powerful tools in the more modern development of harmonic analysis are some theorems

to the effect that if one hasLp estimates on an operator for two different values ofp, one also obtains

such estimates for the intermediate values ofp. The first such theorem was proved by Marcel Riesz

[76]. Let us first state it in the general form in which it is now familiar:

Theorem13 (M. Riesz,1927; Thorin, 1939) — Let(X, µ) and (Y, ν) be measure spaces and

p0, p1, q0, q1 ∈ [1,∞]. SupposeT is a linear map fromLp0(µ) + Lp1(µ) to Lq0(ν) + Lq1(ν) that is

bounded fromLpj (µ) to Lqj (ν) for j = 0, 1. ThenT is bounded fromLpt(µ) to Lqt(ν) for 0 < t < 1,

wherep−1
t = (1− t)p−1

0 + tp−1
1 andq−1

t = (1− t)q−1
0 + tq−1

1 . More precisely, if

M(p, q) = sup
{‖Tf‖q : ‖f‖p = 1

}
,

thenlog M(pt, qt) is a convex function oft.

As Riesz observed, this general theorem is a corollary of the following, apparently much more

special, result in finite-dimensional linear algebra:

Theorem14 — Let (Ajk) be a complexm× n matrix, and forα, β ∈ [0, 1] let

M(α, β) = sup





∣∣∣
∑

jk

Ajkyjxk

∣∣∣ :
n∑

1

|xj |1/α =
m∑

1

|yk|1/β = 1



 .

(If α = 0 or β = 0, the condition onx or y is interpreted asmax |xj | = 1 or max |yk| = 1.) Then

logM(α, β) is a convex function on the square[0, 1]× [0, 1].

To make the connection, observe that theM(p, q) in Theorem 13 can be rewritten as

M(p, q) = sup
{∣∣∣

∫
(Tf)g dν

∣∣∣ : ‖f‖p = ‖g‖q′ = 1
}

,

whereq′ = q/(q − 1) is the conjugate exponent toq, and moreover it is enough to takef andg to be

simple functions, i.e.,f =
∑n

1 ajχEj andg =
∑m

1 bkχFk
where theEj ’s (resp. theFk’s) are disjoint

subsets ofX (resp. ofY ) of finite measure. But for suchf andg (for a fixed set ofEj ’s andFk’s)

the quantityM(p, q) reduces to a quantity of the formM(α, β) with α = 1/p andβ = 1/q′, and the

result follows.

Riesz proved Theorem 14 only for(α, β) in the triangle{(α, β) ∈ [0, 1]2 : α + β ≥ 1}, which

yields Theorem 13 only under the condition thatqj ≥ pj for j = 0, 1. The lovely proof via the

“three lines theorem” of complex analysis, which renders this restriction superfluous, was discovered

by Riesz’s student G. Thorin [92].
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Thorin’s argument points the way toward a powerful and wide-ranging generalization of Theorem

13, due to Elias M. Stein [79] (see also [87]), in which the single operatorT is replaced by an analytic

family of operators:

Theorem 15 (Stein, 1956) — Let (X, µ), (Y, ν), pt, and qt be as in Theorem 13, and let

Σ = {x + iy : x ∈ [0, 1], y ∈ R}. Suppose that for eachz ∈ Σ we have a linear mapTz from simple

functions onX to locally integrable2 functions onY such thatz 7→ ∫
(Tzf)g is continuous onΣ and

holomorphic on its interior for all simple functionsf onX andg onY . Assume that

‖Tiyf‖q0 ≤ M0(y)‖f‖p0 and ‖T1+iyf‖q1 ≤ M1(y)‖f‖p1 ,

and there are constantsC0, C1, Cfg > 0 anda < π such that
∣∣∣∣
∫

(Tx+iyf)g
∣∣∣∣ ≤ exp[Cf,ge

a|y|], M0(y) ≤ exp[C0e
a|y|], M1(y) ≤ exp[C1e

a|y|].

Then for0 < t < 1 there is a constantMt (which can be estimated in terms of the functionsM0(y)

andM1(y)) such that‖Ttf‖qt ≤ Mt‖f‖pt .

The conditions on the growth of
∫

(Tx+iyf)g, M0(y), andM1(y) in y are extremely weak; they

are needed to guarantee the hypotheses of the Phragmén-Lindel̈of-type theorem on which the proof

rests. If these quantities are bounded uniformly iny, one can use the three lines theorem instead to

conclude thatlog Mt is a convex function oft.

As a simple illustration of the use of Theorem 15, we consider operators onL2 Sobolev spaces. If

k is a positive integer, theSobolev spaceL2,k = L2,k(Rn) is defined to be the space of allf ∈ L2(Rn)

whose distribution derivatives∂αf are also inL2(Rn) for |α| ≤ k. (We are employing the usual multi-

index notation as in [29]:α is ann-tuple of nonnegative integers and|α| = α1 + · · · + αn.) Since

(∂αf )̂ (ξ) = (2πiξ)αf̂(ξ), by the Plancherel theorem we havef ∈ L2
k if and only if the functions

ξ 7→ ξαf̂(ξ) are inL2 for |α| ≤ k. But it is easily verified that
∑

0≤|α|≤k |ξα|2 is bounded above and

below by constant multiples of(1 + |ξ|2)k, soL2,k = L2
k where, for anys ∈ R, we define

L2
s =

{
f : Λsf ∈ L2

}
, where (Λsf )̂ (ξ) = (1 + |ξ|2)s/2f̂(ξ.) (16)

(Whens ≥ 0, the elements ofΛ2
s areL2 functions, but whens < 0, they are tempered distribu-

tions whose Fourier transforms are locallyL2 functions. The spaceL2
s is often denoted byHs.)

Proposition16 — Supposes0 < s1 andr0 < r1, and supposeT is a bounded linear map from

L2
s0

to L2
r0

whose restriction toL2
s1

is bounded fromL2
s1

to L2
r1

. Then the restriction ofT to L2
st

is

bounded fromL2
st

to L2
rt

for 0 < t < 1, wherest = (1− t)s0 + ts1 andrt = (1− t)r0 + tr1.

2i.e., integrable on sets of finite measure
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Indeed, sinceΛs is an isomorphism fromL2 = L2
0 to L2

s for everys ∈ R, T is bounded from

L2
s to L2

r if and only if ΛrTΛ−s is bounded onL2, so Theorem 16 follows by applying Theorem 15

to Tz = Λr(z)TΛ−s(z) wheres(z) = (1 − z)s0 + zs1 andr(z) = (1 − z)r0 + zr1. The necessary

estimates as| Im z| → ∞ are trivial sinceΛx+iy = ΛxΛiy andΛiy is unitary onL2.

For anyp ∈ [1,∞] we can defineLp Sobolev spacesLp,k andLp
s just as above, simply replacing

L2 by Lp (but keepingΛs unchanged), and the analogue of Proposition 16 generalizes provided that

we have appropriate estimates onΛiy. However, forp 6= 2 these estimates are no longer obvious, nor

is it obvious thatLp,k = Lp
k — and indeed these claims are no longer valid forp = 1 or p = ∞. They

are, however, valid for1 < p < ∞, and we shall indicate the proofs in§7 and§10.

We now turn to the other major interpolation theorem, whose setting is as follows:(X, µ) and

(Y, ν) are again measure spaces, andT is now a map from some spaceD of measurable functions on

X to the space of measurable functions onY that isquasi-linear: that is, there is aK > 0 such that

|T (f + g)| ≤ K(|Tf |+ |Tg|) for all f, g ∈ D. For1 ≤ p, q ≤ ∞ we say thatT is strong type(p, q)

if Lp(µ) ⊂ D and there is a constantC such that‖Tf‖q ≤ C‖f‖p, andweak type(p, q) (q < ∞) if

Lp(µ) ⊂ D and there is a constantC such that

ν
({y : |Tf(y)| > α}) ≤ C

(‖f‖p

α

)q

; (17)

we also agree that “weak type(p,∞)” means “strong type(p,∞).” We observe that the quantity on

the left of (17) is at most(‖Tf‖q/α)q (Chebyshev’s inequality), so strong type(p, q) implies weak

type(p, q).

Theorem17 (Marcinkiewicz,1939) — SupposeT is weak types(p0, q0) and(p1, q1) wherep0 ≤
q0, p1 ≤ q1, andq0 6= q1. ThenT is strong type(pt, qt) for 0 < t < 1, wherep−1

t = (1−t)p−1
0 +tp−1

1

andq−1
t = (1− t)q−1

0 + tq−1
1 .

This result was announced by J. Marcinkiewicz in a short note [59] in 1939. Not long afterwards,

his career was cut short by World War II, and he left only a brief sketch of a proof in a letter to

Zygmund. Marcinkiewicz’s theorem languished in obscurity for 17 years — in their fundamental

paper [4] Caldeŕon and Zygmund derived the special case they needed without quoting [59] — until

Zygmund wrote up a full account in [95]. Since then it has become part of the analysts’ standard

toolkit.

6. THE TRANSITION TORn

Much of the development of harmonic analysis in the second half of the 20th century had roots in

the material we discussed in§2, but with some shifts of focus. The earlier work concerned Fourier
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series as a technique of studying functions on the circleT and harmonic and analytic functions on

the discD. In many respects it is quite easy to shift attention to Fourier transforms as a technique for

studying functions onR and harmonic and analytic functions on the upper half-plane. We shall not

go into detail about all the analogous results that can be obtained in this setting, singling out only one

for particular attention. Namely, the analogue onR of the mapf → f̃ taking a Fourier series to its

conjugate is theHilbert transformH, the unitary operator onL2(R) defined by

Ĥf(ξ) =
1
i
(sgn ξ)f̂(ξ),

which can also be defined without reference to the Fourier transform as

Hf(x) =
1
π

lim
ε→0

∫

|y|>ε

f(x− y)
y

dy,

where the limit exists in theL2 norm. (It also exists pointwise whenf is also Ḧolder continuous.) As

Marcel Riesz [75] showed, his theorem on conjugate series remains valid in this setting, with much

the same proof:

Theorem18 (M. Riesz,1924) —H is bounded onLp for 1 < p < ∞.

Of greater significance than the shift fromT to R is the shift fromR to Rn, which necessitates

weaning oneself away from a reliance on complex function theory and developing a new set of tools

to replace it, but which also offers a wealth of new applications. This will be the main theme of the

next few sections.

In the early days, one obstacle to unleashing the power of the Fourier transform was that its use

seemed to be restricted to functions that are rather tame at infinity, so that all the integrals in question

converge. Various mathematicians in the 1930s made attempts to resolve such issues as well as related

ones concerning notions of “generalized derivatives.” In part they were goaded by the physicists who

refused to be limited by scruples about rigor and employed formulas such as
∫

R
e2πixξ dξ = δ(x) (δ = Dirac “delta-function”) (18)

with great success. But it was Laurent Schwartz who, in the 1940s, developed a conceptual framework

that offered a simple and painless resolution of most of these difficulties: his theory of distributions.

The basic ideas were presented in [77] and [78], and the theory gained immediate popularity when

more extensive expository accounts became available soon afterwards.

The basics of this theory are sufficiently accessible (see, for example, [29]) that we shall not go

into any detail here. However, the Schwartz spaceS = S(Rn) of C∞ functions which, together
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with all their derivatives, decay faster than polynomially at infinity, and its dual spaceS ′, the space

of tempered distributions, will occasionally enter the discussion (they already did so in the previous

section). We recall that among the operations onS that extend continuously to operations onS ′ are

the Fourier transform, differentiation, translation, composition by invertible linear transformations

of Rn, and multiplication byC∞ functions which, together with all their derivatives, grow at most

polynomially at infinity. In particular, the constant function 1 and the point mass at the origin are

Fourier transforms of each other (the rigorous interpretation of (18)). Moreover, composition with

dilations is well defined onS ′, so it makes sense to say that a distribution is homogeneous of degree

α (namely,F ◦ δr = rαF for r > 0, whereδr(x) = rx), and it is easily verified that its Fourier

transform is then homogeneous of degree−n− α.

We shall denote the action of a distributionF ∈ S ′ on a test functionφ ∈ S by 〈F, φ〉. This

pairing is bilinear. In§11 and§12 we also use the notation〈·, ·〉 for the sesquilinear inner product on

L2, but the meaning will be clear from the context.

7. SINGULAR INTEGRALS

One of the most significant milestones in the development of harmonic analysis inRn was the

Caldeŕon-Zygmund theory of singular integral operators, a far-reaching generalization of the the-

ory of the Hilbert transform, particularly Theorem 18. Various types of singular integrals — that is,

operators such as the Hilbert transform involving integrals that are not absolutely convergent, usu-

ally defined in some principal-value sense — had previously been studied by several people, notably

Tricomi, Giraud, and Mikhlin; but Alberto Calderón and Antoni Zygmund were the first to make a

systematic study ofLp boundedness, and the techniques they developed have proved to be of wider

importance.

Their initial paper [4] of 1952 deals with convolution operators of the formTKf = f ∗ K on

functions onRn, whereK is a distribution that is homogeneous of degree−n and agrees away from

the origin with a function possessing some mild smoothness properties. In more detail, supposeK is

a function that is of classC1 onRn \ {0} and homogeneous of degree−n (i.e.,K(rx) = r−nK(x)

for r > 0), and that possesses themean-zero property:∫

|x|=1
K(x)dσ(x) = 0 (σ = surface measure on the unit sphere). (19)

The smoothness condition can be relaxed, as we shall discuss later. We also observe that (19) is

equivalent to ∫

a<|x|<b
K(x) dx = 0 (0 < a < b < ∞.) (20)
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Such aK fails to be integrable near the origin and near infinity, as integration in polar coordinates

shows that
∫
a<|x|<b |K(x)|dx is proportional to

∫ b
a dt/t = log(b/a). However,K defines a tempered

distribution (still denoted byK) by the formula

〈K, φ〉 = lim
ε→0

∫

|x|>ε
K(x)φ(x) dx

=
∫

|x|≤1
K(x)[φ(x)− φ(0)] dx +

∫

|x|>1
K(x)φ(x) dx.

(21)

The two formulas agree because of (20), and the integrals in the second one are absolutely con-

vergent for anyφ ∈ S becauseφ decays rapidly at infinity and|φ(x)− φ(0)| = O(|x|).

It is easily checked thatK is homogeneous of degree−n as a distribution, and hence its Fourier

transformK̂ is homogeneous of degree 0. Moreover,K̂ is not merely a distribution but a function

that is continuous except at the origin. To see this, pick aC∞ functionφ with φ(x) = 1 for |x| ≤ 1

andφ(x) = 0 for |x| ≥ 2, and writeK = φK + (1− φ)K. φK has compact support, so its Fourier

transform isC∞. Moreover,∇K is homogeneous of degree−n−1, so|∇[(1−φ)K](x)| ≤ c|x|−n−1

for |x| large; hence∇[(1− φ)K] ∈ L1, so its Fourier transform2πiξ[(1− φ)K ]̂ (ξ) is a continuous

function; but then[(1− φ)K ]̂ is itself continuous except atξ = 0.

Being homogeneous of degree 0 and continuous away from the origin,K̂ is bounded, and it

follows thatthe operatorTK initially defined onS by

(TKf )̂ = K̂f̂ ,

or, equivalently,

TKf(x) = f ∗K(x) = lim
ε→0

∫

|y|>ε
f(x− y)K(y) dy, (22)

extends to a bounded operator onL2. (Incidentally, ifK is continuous and homogeneous of degree

−n onRn \ {0} but does not satisfy the mean-zero property, the second formula in (21) still defines a

tempered distribution, but it is not homogeneous and its Fourier transform is not a bounded function.)

The fundamental theorem of Calderón and Zygmund generalizes this toLp:

Theorem19 (Caldeŕon-Zygmund,1952) — SupposeK is of classC(1) and homogeneous of

degree−n onRn \ {0} and thatK satisfies (19). Then the operatorTK defined by (22) is weak type

(1, 1) and bounded onLp for 1 < p < ∞.

The proof of Theorem 19 is just as important as the result, so we sketch the ideas. The main

point is the weak type(1, 1) estimate. SinceTK is bounded onL2, as we have just observed, the
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Marcinkiewicz interpolation theorem then implies thatT is bounded onLp for 1 < p < 2; and since∫
(TKf)g =

∫
f(T eKg) whereK̃(x) = K(−x) (which satisfies the same hypotheses asK), a simple

duality argument yields the boundedness onLp for 2 < p < ∞.

The main tool for obtaining the weak type(1, 1) estimate is the following lemma, which is also

useful in other situations. Some notation: IfE ⊂ Rn is a measurable set, we recall thatχE is its

characteristic function, and we denote its Lebesgue measure by|E|. By a cubewe shall mean a

translate of a set of the formQ = [0, r)n ⊂ Rn, and we callr theside lengthof Q. If Q is a cube and

f is a locally integrable function,mQf will denote the mean value off onQ:

mQf =
1
|Q|

∫

Q
f(x) dx.

Also, 2Q will denote the cube with the same center asQ and side length twice as big. Finally, for

m ∈ Z,Qm will denote the collection of cubes with side length2−m and vertices in(2−mZ)n. (Thus

the cubes inQm+1 are obtained from the cubes inQm by bisecting their sides.)

Lemma20 (Caldeŕon-Zygmund, 1952) — Given a nonnegativeh ∈ L1 andα > 0, there is a

sequence{Qj} of disjoint cubes such that (i)α < mQjh ≤ 2nα for all j, (ii)
∑ |Qj | ≤ ‖h‖1/α, and

(iii) h(x) ≤ α for a.e.x ∈ Rn \⋃
Qj .

To prove the lemma, one picksM ≤ 0 so thatmQh ≤ 2nα for all Q ∈ QM (possible since

mQh ≤ 2Mn‖h‖1 for Q ∈ QM ), and one puts thoseQ ∈ QM into the sequence that satisfymQh > α

(there are only finitely many). One then proceeds inductively form ≥ M : having put some cubes

fromQm into the sequence, one puts those cubesQ ∈ Qm+1 into the sequence that are not contained

in previously accepted cubes and satisfymQh > α. Then (i) is true by construction, (ii) is true since

‖h‖1 ≥
∑∫

Qj
h > α

∑ |Qj |, and (iii) follows from the Lebesgue differentiation theorem since

mQf ≤ α for all Q ∈ ⋃Qm that containx.

Returning to Theorem 19, givenf ∈ L1 andα > 0, we wish to show that

|{x : |TKf(x)| > α}| ≤ C‖f‖1/α. Let {Qj} be as in Lemma 20 withh = |f |, and set

Ω =
⋃

Qj , bj(x) = [f(x)−mQjf ]χQj (x), b =
∑

bj ,

g(x) = f(x)− b(x) =





mQjf for x ∈ Qj ,

f(x) for x /∈ Ω.

It is enough to show that|{x : |TKg(x)| > α}| and |{x : |TKb(x)| > α}| are dominated by

‖f‖1/α. But by a simple calculation,g ∈ L2 and‖g‖2
2 ≤ (22n +1)α‖f‖1, andTK is bounded onL2,
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so the estimate for|{x : |TKg(x)| > α}| follows from Chebyshev’s inequality. On the other hand, let

Bα = {x : |TKb(x)| > α}, Ω̃ =
⋃

2Qj ,

and letyj andrj be the center and side length ofQj . Then|Bα| ≤ |Ω̃|+ |Bα \ Ω̃|, and|Ω̃| ≤ 2n|Ω| =
2n

∑ |Qj | ≤ 2n‖f‖1/α, so it is enough to estimate|Bα \ Ω̃|. But for x /∈ Ω̃ andy ∈ Qj we have

|x − yj | ≥ 2rj ≥ 2|y − yj | and (by the mean value theorem, since∇K is homogeneous of degree

−n− 1)

|K(x− y)−K(x− yj)| ≤ C|y − yj ||x− yj |−n−1. (23)

Thus, since
∫
Qj

bj = 0 for all j, for x /∈ Ω̃ we have

|Tb(x)| =
∣∣∣
∑

Tbj(x)
∣∣∣ ≤

∣∣∣∣∣
∑∫

Qj

[K(x− y)−K(x− yj)]bj(y) dy

∣∣∣∣∣

≤ C
∑∫

Qj

|y − yj ||x− yj |−n−1||bj(y)| dy,

and hence

|Bα \ Ω̃| ≤ 1
α

∫

Rn\eΩ
|Tb(x)| dx ≤ C

α

∑ ∫

Rn\2Qj

∫

Qj

|y − yj ||x− yj |−n−1|bj(y)| dy dx.

But ∫

Rn\2Qj

|y − yj ||x− yj |−n−1 dx ≤ rj

∫

|z|>2rj

|z|−n−1 dz ≤ crj · r−1
j , (24)

so

|Bα \ Ω̃| ≤ C ′

α

∑∫

Qj

|bj(y)| dy ≤ C ′′

α
‖f‖1,

and we are done.

The great feature of this argument is that it is extremely robust and can easily be generalized,

provided one has theL2 boundedness ofTK as a starting point.

In the first place, one can replace the integral kernelsK(x− y) by more general kernelsK(x, y).

The only property ofK needed here is an analogue of (23) or (24):

|K(x, y)−K(x, y0)| ≤ C|y − y0||x− y0|−n−1 for |x− y0| ≥ 2|y − y0|, (25)∫

|x−y0|≥2|y−y0|
|K(x, y)−K(x, y0)| dx ≤ c, (26)

together with a similar estimate with the roles of the two arguments ofK switched (in order to apply

duality to obtain theLp boundedness forp > 2). One could replace the quantity on the right of (25)

by C|y − y0|α|x− y0|−n−α for someα > 0, which still yields (26).
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Moreover, one can replaceRn equipped with the Euclidean distanced(x, y) = |x − y| and

Lebesgue measure by a metric spaceX equipped with its distance functiond(x, y) and a measureµ

that has thedoubling propertywith respect tod: that is, there is a constantA independent ofx andr

such thatµ(B2r(x)) ≤ Aµ(Br(x)), whereBr(x) = {y : d(x, y) < r}. (One can even weaken the

triangle inequality and assume only that there is a constantB such thatd(x, z) ≤ B[d(x, y)+d(y, z)].)

It might appear that Lemma 20 is special to Euclidean space, but the use of cubes is a convenience

rather than a necessity. One can replace the sequence of cubesQj by a sequence of ballsBj that have

only a controlled amount of overlap so thatµ(
⋃

Bj) is comparable to
∑

µ(Bj); the functionsbj are

then supported in sets obtained by “disjointifying” theBj ’s. The argument in this general setting was

worked out by Coifman and Weiss [10] and Korányi and Vagi [49]; see also Stein [84].

Finally, one can consider operators on vector-valued functions. That is, letX1 andX2 be Banach

spaces. One considers a kernelK taking values in the space of bounded operators fromX1 toX2; then

the operatorTK mapsX1-valued functions toX2-valued functions. To obtain theL2 boundedness of

TK in a straightforward way one may needX1 andX2 to be Hilbert spaces, but once this is done,

the proof of Theorem 19 (with absolute values replaced by norms in appropriate places) yields the

boundedness ofTK from Lp(Rn,X1) to Lp(Rn, X2) — or a generalization withRn replaced by a

metric space as above.

The most classical enlargement of the Calderón-Zygmund theory, which came not long after

Theorem 19 in [5] and other papers, was to the “variable-coefficient singular integrals”

Tf(x) = lim
ε→0

∫

|x−y|>ε
K(x, x− y)f(y) dy (27)

where, for eachx, K(x, ·) is smooth and homogeneous of degree−n on Rn \ {0} and has the

mean-zero property, andK(x, ·) depends smoothly and boundedly onx in a suitable sense. (We are

being deliberately imprecise about the meaning of “smooth.” For some purposes minimal smoothness

conditions are important; for others it is best to assumeC∞.) The operator (27) can be re-expressed

in terms of the Fourier transform as

Tf(x) =
∫

e2πiξ·xσ(x, ξ)f̂(ξ) dξ, (28)

where, for eachx, σ(x, ·) is the Fourier transform ofK(x, ·). As this is homogeneous of degree 0,

the boundedness ofT onL2 is easy to establish, assuming only some boundedness ofK and henceσ

in the first variable.

The representation (28) of singular integral operators leads directly to the theory of pseudo-

differential operators, which has become an essential tool in the study of partial differential equations.
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To be precise, a (classical)symbol of orderm (m ∈ R) is aC∞ functionσ onR2n such that

|∂α
ξ ∂β

xσ(x, ξ)| ≤ Cαβ(1 + |ξ|)m−|α| (29)

for all multi-indicesα andβ — that is,σ behaves qualitatively like a homogeneous function ofξ

of degreem for large ξ and is smooth for smallξ. Examples include smooth functions that are

homogeneous of degreem for largeξ (i.e.,σ(x, rξ) = rmσ(x, ξ) for r ≥ 1 and|ξ| ≥ c > 0) and the

symbolσ(x, ξ) = (1+ |ξ|2)m/2 of the operatorΛm in (16). A (classical)pseudo-differential operator

of order m is an operator of the form (28) whereσ is a symbol of orderm; the common notation

for the operatorT associated to the symbolσ is σ(x,D), whereD stands for(2πi)−1(∂/∂x). Such

operators are defined initially on the Schwartz spaceS, and under our hypothesis (29) onσ they map

S into itself. (One can generalize by requiring the estimates (29) to hold only forx in compact subsets

of an openΩ ⊂ Rn, with Cαβ depending on the set; then the operator mapsS into C∞(Ω), and one

obtains only localLp estimates.)

The class of pseudo-differential operators includes all partial differential operators with coeffi-

cients that areC∞ and bounded along with all their derivatives (the boundedness being inessential if

one only wants local estimates); they are the ones whose symbolsσ(x, ξ) are polynomials inξ, thus

justifying the notationσ(x,D) and the name “pseudo-differential.” Pseudo-differential operators of

order 0 are a mild generalization of singular integral operators of the form (27) or (28), modified so

thatσ is smooth nearξ = 0. It is easy to see that they are bounded onL2 and that the associated

kernelsK(x, x − y) (K(x, ·) being the inverse Fourier transform ofσ(x, ·)) satisfy estimates of the

form (23), so the Calderón-Zygmund theory yieldsLp boundedness for1 < p < ∞. Moreover,

one can convert a pseudo-differential operator of arbitrary orderm to a pseudo-differential operator

of order 0 by composing with the operatorΛ−m defined by (16), and this yields boundedness of

pseudo-differential operators as maps betweenLp Sobolev spaces.

What makes pseudo-differential operators really useful is the fact that they form a∗-algebra

in which the product and adjoint can easily be calculated in terms of the symbols, up to error

terms of lower order. More precisely, ifσ1 andσ2 are symbols of ordersm1 andm2, the product

σ1(x,D)σ2(x,D) is of the formτ(x,D) whereτ is a symbol of orderm1 + m2; moreover, there is

an asymptotic expansion ofτ as a series of symbols of orderm1 + m2 − j (j = 0, 1, 2, . . .), con-

structed from products of derivatives ofσ1 andσ2, whose leading term isσ1σ2. A similar result holds

for the adjointσ(x,D)∗.

The symbolic calculus of pseudo-differential operators was developed by Joseph J. Kohn and

Louis Nirenberg [45], building on earlier results by Calderón and Zygmund and their predecessors,
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and shortly afterward Lars Ḧormander [39] invented the somewhat more general and more convenient

form that we have just sketched. See Folland [28] for a quick introduction to pseudo-differential

operators and their applications and Taylor [91] for a more comprehensive account.

At this point we can resolve an issue left open in§5, namely, the fact that whenk is a positive

integer, the Sobolev spaceLp
k, defined asΛ−k(Lp) whereΛk is given by (16), coincides with the space

Lp,k of functions whose distribution derivatives of order≤ k are inLp; more generally,f ∈ Lp
s+k if

and only if∂αf ∈ Lp
s for 0 ≤ |α| ≤ k.

By induction, it suffices to considerk = 1. The essential point is that the functionsσj(x, ξ) =

σj(ξ) = 2πiξj(1 + |ξ|2)−1/2 are symbols of order 0, so the associated operators∂jΛ−1 = Λ−1∂j are

bounded onLp; also,Λ−1 itself is of order−1, which is even better, so it is also bounded onLp. Thus,

if f ∈ Lp
s+1, thenΛs+1f ∈ Lp, henceΛs∂jf = (∂jΛ−1)Λs+1f ∈ Lp andΛsf = Λ−1Λs+1f ∈ Lp,

hencef and∂jf are inLp
s. Conversely, iff and∂jf are inLp

s, thenΛsf andΛs∂jf are inLp, and

hence so is

Λ−1Λsf − 1
4π2

∑
(Λ−1∂j)(Λs∂jf) = Λs−1

[
I − 1

4π2

∑
∂2

j

]
f = Λs−1Λ2f = Λs+1f,

sof ∈ Lp
s+1.

8. Hp SPACES: THE REAL-VARIABLE THEORY

The theory ofHp spaces on the disc has an obvious analogue on the upper half-plane

U = {(x, y) ∈ R2 : y > 0}. To wit, one has the Hardy spaces

Hp(U) =
{

F holomorphic onU : sup
y>0

∫

R
|F (x + iy)|p dx < ∞

}
(0 < p < ∞),

and many results onHp(D) carry over toHp(U) with obvious modifications. For example, nontan-

gential convergence works much the same way, a nontangential approach region of a point(x0, 0)

on the real axis now being simply a cone{(x, y) : |x − x0| < cy}. Moreover, if f ∈ Lp(R)

(1 ≤ p ≤ ∞), f has a harmonic extensionu toU such thatu(·, y) ∈ Lp for eachy > 0, given by the

Poisson integral.

This last fact generalizes immediately to functions onRn: the Poisson integral of anf ∈ Lp(Rn)

is a harmonic function onRn+1
+ . However, as in§1, we denote the extra coordinate onRn+1

+ by t

rather thany and write it first; that is,Rn+1
+ is taken to consist of points(t, x) with t > 0 andx ∈ Rn.

For future reference we note that the Poisson kernelPt defined by (5) satisfies
∫

Pt = ‖Pt‖1 = 1 for

all t, so that‖f ∗ Pt‖p ≤ ‖f‖p.
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One possibility for generalizingHp spaces to higher dimensions is to study functions of several

complex variables on appropriate domains inCn; see, for example, Stein-Weiss [87, Chapter III]. Our

concern here is with a different one that focuses instead on harmonic functions that satisfy appropriate

analogues of the Cauchy-Riemann equations. To achieve the right orientation, recall thatF = u + iv

is holomorphic on a domain inC if and only if (u, v) satisfiesux = vy andvx + uy = 0. The first of

these equations says that(v, u) is the gradient of a functionU , and the second one then says thatU is

harmonic.

With this in mind, in 1960 Stein and Guido Weiss [86] considered(n + 1)-tuples(u0, . . . , un) of

harmonic functions onRn+1
+ that satisfy the generalized Cauchy-Riemann equations

∂uj

∂xk
=

∂uk

∂xj
for 0 ≤ j, k ≤ n,

∂u0

∂x0
+ · · ·+ ∂un

∂xn
= 0, (30)

where we have written the coordinates onRn+1
+ as(x0, . . . , xn) instead of(t, x) = (t, x1, . . . , xn).

Again, (30) is equivalent to the condition(u0, . . . , un) = ∇U whereU is harmonic. Stein and Weiss

defined a Hardy space that we shall denote byHp
harm(Rn+1

+ ) for (n− 1)/n < p < ∞ to be the set of

all (u0, . . . , un) that satisfy (30) and

sup
t>0

∫

Rn

(|u0(t, x)|2 + · · ·+ |un(t, x)|2)p/2
dx < ∞. (31)

The restrictionp > (n − 1)/n is necessary to obtain a satisfactory theory; in a nutshell, the

reason is that this is the range ofp for which the integrand in (31) is subharmonic. The theory can

be extended to allp > 0 by considering systems of harmonic functions satisfying more complicated

generalizations of the Cauchy-Riemann equations. We shall refer briefly to the resultingHp spaces

in the sequel without going into any detail; see [87, Chapter VI] for more information.

If (u0, . . . , un) ∈ Hp
harm(Rn+1

+ ), ast → 0 uj(t, ·) converges in the topology of tempered dis-

tributions to anfj ∈ S ′(Rn) whose behavior at infinity is sufficiently tame that it can be convolved

wtih the Poisson kernel, anduj can be recovered fromfj by the Poisson integral:uj(t, ·) = Pt ∗ fj .

Moreover, as in the casen = 1, u1, · · · , un (or f1, · · · , fn) are completely determined byu0 (or f0)

via the most straightforward generalization of the Hilbert transform, theRiesz transforms:3

[Rjf ]̂ (ξ) =
ξj

i|ξ| f̂(ξ.) (32)

This is easily seen formally: if(u0, . . . , un) = ∇U andU(t, ·) = Pt ∗ f , then by (6),Û(t, ξ)

= e−2πt|ξ|f̂(ξ), so û0(t, ξ) = −2π|ξ|e−2πt|ξ|f̂(ξ) and ûj(t, ξ) = 2πiξje
−2πt|ξ|f̂(ξ) for j > 0.

3The name “Riesz transform” was introduced by Stein and Weiss.
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Hence, forj > 0, uj(t, ·) = Rju0(t, ·), and in the limit ast → 0, fj = Rjf0. (Making this into a

rigorous argument is straightforward.) In short, forp > (n − 1)/n, Hp
harm(Rn+1

+ ) can be identified

via the correspondence(u0, . . . , un) ↔ f0 with a space of distributions onRn that we denote by

Hp(Rn):

Hp(Rn) =
{
f0 ∈ S ′(Rn) : (u0, . . . , un) ∈ Hp

harm(Rn+1
+ ), where

u0(t, ·) = Pt ∗ f0 anduj(t, ·) = Rju0(t, ·) for j > 0
}
.

(33)

For0 < p ≤ (n− 1)/n, Hp(Rn) may be defined as a space of distributions in a similar but more

complicated way.

Whenp ≥ 1 we can say more. The Riesz transforms are Calderón-Zygmund singular integral

operators, so they are bounded onLp for p > 1; hence, in this case,Hp(Rn) is nothing butLp(Rn).

Forp = 1 there is an analogue of the F. and M. Riesz theorem: if(u0, . . . , un) ∈ H1
harm(Rn+1

+ ), then

u0, . . . un are the Poisson integrals of functionsf1, . . . , fn ∈ L1(Rn). Hence,

H1(Rn) =
{
f ∈ L1(Rn) : Rjf ∈ L1(Rn) for j = 1, . . . , n

}
. (34)

In both these cases the convergence ofuj(t, ·) to its boundary functionfj takes place in theLp

norm and pointwise a.e. (For a single harmonic functionu onRn+1
+ that satisfiessupt>0

∫ |u(t, x)|p dx

< ∞, u is the Poisson integral of anLp function if p > 1, but in general it is only the Poisson integral

of a measure ifp = 1.)

The next ingredient inHp theory comes from a different direction, a 1961 paper of Fritz John and

Louis Nirenberg [41] that put the spotlight on functions of “bounded mean oscillation.” With notation

and terminology concerning cubes and mean values as in§7, we define

BMO(Rn) =

{
f ∈ L1

loc(Rn) : ‖f‖BMO ≡ sup
Q

mQ

(|f −mQf |) < ∞
}

, (35)

the supremum being taken over all cubes inRn. (Note thatL∞(Rn) ⊂ BMO(Rn)). If instead one

fixes a cubeQ0, takesf ∈ L1(Q0), and takes the supremum only over cubesQ ⊂ Q0, one obtains

the spaceBMO(Q0). John and Nirenberg’s main result is that there are constantsB, b > 0 depending

only onn such that iff ∈ BMO(Q0), then

∣∣{x : |f(x)−mQ0f | > α}∣∣ ≤ B exp(−bα/‖f‖BMO(Q0)),

which implies in particular thatf ∈ Lp(Q0) for all p < ∞. This result was immediately applied by

John and by J̈urgen Moser to problems in partial differential equations.
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For our purposes, however, the important point is thatBMO(Rn) becomes a Banach space with

norm‖ · ‖BMO after one identifies functions that are equal a.e. and functions that differ by a constant,

and we have Charles Fefferman’s duality theorem (announced in [20], proved in detail in [22]):

Theorem21 (C. Fefferman,1971) —BMO(Rn) is the dual space ofH1(Rn).

The meaning of this is as follows. First note that iff ∈ H1(Rn) then
∫

f = 0, for by (35),

(Rjf )̂ (ξ) must be continuous, but by (32), this cannot be true atξ = 0 unlessf̂(0) =
∫

f = 0.

If f is C∞ with compact support and
∫

f = 0, thenf ∈ H1(Rn), and the set of all suchf is

dense inH1(Rn). If φ ∈ BMO(Rn), moreover, for suchf the integral
∫

fφ is well defined and

unaffected if a constant is added toφ. Fefferman’s theorem says that (i) the mapf 7→ ∫
fφ extends to

a bounded linear functional onH1(Rn), (ii) the norm of this functional (taking the norm onH1(Rn)

to be‖f‖1 +
∑ ‖Rjf‖1) is equivalent to‖φ‖BMO, and (iii) every such functional arises in this way.

The final liberation ofHp spaces from analytic function theory came from their characterization

in terms of maximal functions. The first step was Hardy and Littlewood’s result (Theorem 12(c) in

this paper) that the nontangential maximal function of anF ∈ Hp(D) is in Lp for all p > 0; the

analogous result forHp(U) is also valid. Forty years elapsed before Donald Burkholder, Richard

Gundy, and Martin Silverstein [2] completed this picture by proving the converse, using ideas from

probability theory:

Theorem22 (Burkholder-Gundy-Silverstein,1971) — If u is a real-valued harmonic function on

D or U whose nontangential maximal functionu∗ is in Lp (0 < p < ∞), thenu is the real part of a

holomorphic function inHp(D) or Hp(U).

Hereu∗ is defined by (15) withc = 1 for functions onD; for functions onRn+1
+ (recalling that

R2
+ isU with the variables switched),

u∗(x) = sup
|y−x|<t<∞

|u(t, y)|. (36)

Theorem 22 – and the following Theorem 23 — are still valid ifu∗ is replaced byu∗c , defined by

(36) with the condition|y − x| < t replaced by|y − x| < ct. We takec = 1 for simplicity.

With Theorem 22 in hand, it did not take Fefferman and Stein [22] long to establish the analogous

result inn variables, and to go even further by showing that the Poisson integral could be replaced by

general smooth approximate identities. To explain this, we need some notation.

First, if φ ∈ L1(Rn), we set

φt(x) = t−nφ(t−1x) (t > 0.)
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(Thus the mass ofφt concentrates at the origin ast → 0, and the factort−n makes
∫

φt independent

of t. Observe that this notation is consistent with the definition (4) of the Poisson kernelPt if we take

P = P1.) We recall that if
∫

φ = 1, then ast → 0, φt ∗ f → f in theLp norm and pointwise a.e. for

anyf ∈ Lp; moreover, ifφ ∈ S, thenφt ∗ f → f in the topology ofS or S ′ for anyf in S or S ′. For

φ ∈ S andf ∈ S ′, we introduce the following radial and nontangential maximal functions:

M+
φ f(x) = sup

t>0
|φt ∗ f(x)|, M∗

φf(x) = sup
|y−x|<t<∞

|φt ∗ f(y)|.

(Again, the condition|y − x| < t could be replaced by|y − x| < ct, c > 0.)

Second, we introduce an enlargement ofS that includes the Poisson kernel,

P =
{
φ ∈ C∞(Rn) : |∂αφ(x)| ≤ Cα(1 + |x|)−n−1−|α| for all multi-indicesα

}
,

and a certain bounded subset ofS,

A =
{
φ ∈ S : |φ(x)| ≤ (1 + |x|)−n−1 and|∇φ(x)| ≤ (1 + |x|)−n−1

}

(note that there are no unspecified constants in these inequalities).

Theorem23 (Fefferman-Stein,1972) — Suppose(n−1)/n < p < ∞. For f ∈ S ′, the following

are equivalent:

(a) M+
φ f ∈ Lp for someφ ∈ S with

∫
φ = 1.

(b) M∗
φf ∈ Lp for someφ ∈ S with

∫
φ = 1.

(c) M∗
φ ∈ Lp for all φ ∈ S, and in factsupφ∈AM∗

φf ∈ Lp.

(d) f extends to a bounded functional onP, so that its Poisson integralu(t, ·) = Pt ∗ f is well

defined, andu∗ ∈ Lp.

(e)f ∈ Hp(Rn) as defined in (33).

These equivalences remain valid for allp > 0, except that in (c)A must be redefined, depending

on the value ofp, to involve stronger bounds onφ and its derivatives up to a certain order, and in (e)

Hp(Rn) must be redefined as indicated after (33).

With this theorem in hand, the real-variableHp space is now understood to be the space of all

tempered distributions onRn that satisfy the equivalent conditions (a)-(c), which no longer have

anything to do with harmonic or holomorphic functions. Instead, it is a significant extension of the

class ofLp spaces from the range1 < p < ∞ the full range0 < p < ∞, including a modification of
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L1 that turns out to have better properties thanL1 itself in many respects. For one thing, as Fefferman

and Stein showed in [22], singular integral operators of the sort discussed in Theorem 19 are bounded

on H1, and hence they also extend to bounded operators on BMO; this is a useful substitute forLp

boundedness in these two exceptional cases.

There is another important real-variable characterization ofHp(Rn) for p ≤ 1, the “atomic

decomposition”. Ap-atom is a bounded functiona that is supported in a cubeQ and satisfies

(i) ‖a‖∞ ≤ |Q|−1/p and (ii)
∫

xαa(x) dx = 0 for all multi-indicesα with |α| ≤ n(p−1 − 1). It

is easy to verify thatp-atoms belong toHp; more generally, iff =
∑

cjaj (convergence inS ′) where

theaj ’s arep-atoms and thecj ’s are positive numbers with
∑

cp
j < ∞, thenf ∈ Hp. Conversely,

everyf ∈ Hp can be represented this way. The latter result, due to R. Coifman [9] whenn = 1

and to R. H. Latter [50] in general, takes some work to prove, using a variant of the decomposition

f = g +
∑

bj in the proof of Theorem 19.

See [84] for more about real-variableHp spaces onRn. Like the theory of singular integrals, this

theory has been extended from the original setting ofRn with its standard translations and dilations

to a number of other situations. See Coifman-Weiss [11], Folland-Stein [32], and the references given

in these works.

9. SINGULAR INTEGRALS REVISITED

As we have pointed out, the Calderón-Zygmund machine yieldsLp boundedness of a large collection

of singular integral operators in a wide variety of contexts, provided thatL2 boundedness is known

to begin with. In the original setting and its immediate generalizations, the Fourier transform is the

essential tool for reaching that starting point. In other situations, however, the Fourier transform may

be unavailable or ineffective, and one needs to find other methods.

The single most powerful tool for this purpose is a functional-analytic proposition that was proved

independently by Stein and Mischa Cotlar in the late 1960s (see [43]). It concerns estimates for a sum
∑

Tj of bounded operators on a Hilbert spaceH, given that‖Tj‖ ≤ M < ∞ for all j. Of course,

all one can say in general is that‖∑n
1 Tj‖ ≤ nM . But suppose there are two sequences of mutually

orthogonal subspaces ofH, {Xj} and{Yj}, such thatTj mapsXj into Yj andTj = 0 onX⊥j . Then,

denoting the orthogonal projection ofx ∈ H ontoXj by xj and applying the Pythagorean theorem

first on
⊕Yj and then on

⊕
Xj we see that

∥∥∥
∑

Tjx
∥∥∥

2
=

∥∥∥
∑

Tjxj

∥∥∥
2

=
∑

‖Tjxj‖2 ≤ M2
∑

‖xj‖2 ≤ M2‖x‖2,

so ‖∑
Tj‖ ≤ M . The above conditions on theTj ’s are equivalent to the conditionsT ∗i Tj = 0
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= TiT
∗
j for all i, j (verifying this is an amusing exercise), and the idea of the Cotlar-Stein lemma is

that the conclusion remains true (with a small modification) if these equations are only approximately

valid.

Lemma24 (Cotlar, Stein; 1969) — Suppose that{Tj}∞1 is a sequence of bounded operators

on a Hilbert spaceH and there is a functionφ : Z → (0,∞) such that (i)‖T ∗i Tj‖ ≤ φ(i − j)2

and‖TiT
∗
j ‖ ≤ φ(i − j)2 for all i, j (in particular,‖Tj‖ = ‖T ∗j Tj‖1/2 ≤ φ(0) for all j) and (ii)

∑∞
−∞ φ(k) = A < ∞. Then‖∑n

1 Tj‖ ≤ A for all n.

Stein’s proof of this result, which originally appeared in Knapp-Stein [44] and may also be found

in [27] and [84] among other places, is a delight; the reader who is not familiar with it will be well

rewarded by spending a few minutes learning it.

The Cotlar-Stein lemma is typically applied to integral operators by breaking the integral kernel

up into a sum of small pieces. For example, one can prove theL2 boundedness of the operatorsTK

in Theorem 19 by writingK =
∑∞
−∞Kj , whereKj(x) = K(x) if 2j ≤ |x| < 2j+1 andKj(x) = 0

otherwise. In fact, the first application of the lemma was to an analogue of these operators in a

noncommutative setting, as we shall discuss in§11.

Another early application was to theL2 theory of generalized pseudo-differential operators. We

recall that classical pseudo-differential operators are operators of the form (28) where the symbolσ

satisfies (29). More generally, form ∈ R and0 ≤ δ ≤ ρ ≤ 1 one defines the symbol classSm
ρ,δ to be

the set ofC∞ functionsσ onRn × Rn that satisfy

|∂α
ξ ∂β

xσ(x, ξ)| ≤ Cα,β(1 + |ξ|)m−ρ|α|+δ|β|. (37)

Whenρ > δ, theL2 theory works much the same way as in the classical caseρ = 1, δ = 0, but

there are interesting operators with symbols in the borderline classes withρ = δ. Caldeŕon and Ŕemi

Vaillancourt [3] used the Cotlar-Stein lemma (or rather an easy generalization of it where the sum
∑

Tj is replaced by an integral
∫

Tλdµ(λ)) to prove:

Theorem25 (Caldeŕon-Vaillancourt,1972) — If T is given by (28) with symbolσ ∈ S0
ρ,ρ (0 ≤

ρ < 1), thenT is bounded onL2.

Somewhat different proofs, which apply the lemma in its original form by using a partition of

unity to break the symbolσ(x, ξ) into a sum of symbols supported in the regions where2j−1 < |ξ| <
2j+2, can be found in [27] and [84].

Operators with symbols inS0
ρ,δ have integral kernels of Calderón-Zygmund type — that is, satis-

fying estimates of the form (25) — only whenρ = 1; for ρ < 1 they are generally not bounded on
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Lp for p 6= 2. On the other hand, operators with symbols inS0
1,δ do have Caldeŕon-Zygmund kernels,

even for the extreme caseδ = 1; but in that extreme case they are generally not bounded onL2 (and

hence theLp theory also breaks down). See [84, Chapter VII].

In 1984 Guy David and Jean-Lin Journé [15] achieved what one might call the apotheosis of

Caldeŕon-Zygmund theory with their “T (1) theorem.” To state it we need some terminology. Suppose

T is a continuous linear map fromS to S ′; thus〈Tu, v〉 is well defined foru, v ∈ S, where〈·, ·〉
denotes the pairing ofS ′ with S. We say thatT is weakly boundedif there is a constantC > 0 and

an integerK ≥ 0 such that, for allr > 0, |〈Tu, v〉| ≤ Crn wheneveru andv are supported in a cube

of side lengthr and|∂αu|, |∂αv| ≤ r−|α| for |α| ≤ K. (This condition onu andv is invariant under

dilations.)

Three important observations: First, ifT is bounded onL2 then T is weakly bounded, with

C = ‖T‖L2→L2 andK = 0; but weak boundedness is a much weaker and more easily verified

condition. Second, ifT is weakly bounded,T extends continuously to a map fromCK
c (the space of

CK functions of compact support, withK as in the preceding definition) to its dual. Third, ifT is

weakly bounded, then so is its adjointT ∗ defined by〈T ∗u, v〉 = 〈Tv, u〉.

Next, astandard kernelis a continuous functionK on{(x, y) ∈ Rn ×Rn : x 6= y} that satisfies,

for someC, δ > 0,

|K(x, y)| ≤ C|x− y|−n,

|K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ C
|x− x′|δ
|x− y|n+δ

when|x− x′| < 1
2 |x− y|.

(38)

The mapT : S → S ′ is said to beassociated tothe kernelK if, for any u ∈ S, the distribution

Tu agrees with the functionx 7→ ∫
K(x, y)u(y) dy on the complement of the support ofu. Note that

in this case, the adjointT ∗ is associated to the kernelK∗(x, y) = K(y, x), which is also standard.

We shall call an operatorT : S → S ′ that is weakly bounded and associated to a standard kernel

a weak Caldeŕon-Zygmund operator. If, in addition,T is bounded onL2, and hence bounded onLp

for 1 < p < ∞, we shall callT aCaldeŕon-Zygmund operator.

If T is a weak Caldeŕon-Zygmund operator, there is a natural way to defineTf for any bounded

C∞ functionf as a linear functional on the spaceX = {u ∈ C∞
c :

∫
u = 0}. Indeed, given such

a u supported in{x : |x| ≤ R}, pick φ ∈ C∞
c with φ(x) = 1 for |x| ≤ 2R and writef1 = φf ,

f2 = (1− φ)f . Thenf1 ∈ S, so〈Tf1, u〉 is well defined. On the other hand, since
∫

u = 0 we have
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∫
K(x, y)u(x) dx =

∫
[K(x, y)−K(0, y)]u(x) dx for |y| > 2R, so we may define

〈Tf2, u〉 =
∫∫

[K(x, y)−K(0, y)]f2(y)u(x) dy dx,

the latter integral being absolutely convergent in view of (38). We then setTf = Tf1 + Tf2; it is

easy to check that this is independent of the choice ofφ. Finally, noting thatX is dense inH1(Rn),

we say thatTf ∈ BMO if the functionalTf extends to a bounded functional onH1(Rn).

Theorem26 (David-Jourńe, 1984) — SupposeT : S → S ′ is a weak Caldeŕon-Zygmund

operator. ThenT is a Caldéon-Zygmund operator if and only ifT (1) ∈ BMO andT ∗(1) ∈ BMO.

The proof in [15] (see also [84]) consists of using some auxiliary operators to reduce to the case

whereT (1) = T ∗(1) = 0 and then using the Cotlar-Stein lemma. There is now an alternative proof

of both of these steps using wavelets, which we shall sketch in§12.

As a simple application, consider a pseudo-differential operatorT whose symbolσ belongs to the

classS0
1,1 as in (37). As we noted earlier,T is associated to a standard kernel, and it is easily seen to

be weakly bounded. Moreover, one can read offT (1) directly from (28):

T (1)(x) =
∫

e2πiξ·xσ(x, ξ)δ(ξ) dξ = σ(x, 0), which is a bounded function. Hence:

Corollary 27 — SupposeT is a pseudo-differential operator with symbol inS0
1,1.

(a)T is bounded onL2 if and only if T ∗(1) ∈ BMO.

(b) If T ∗ is also a pseudo-differential operator with symbol inS0
1,1, thenT is bounded onL2.

The theory of singular integrals has been further extended in a number of significant directions,

motivated by problems in partial differential equations and other areas of analysis; here we can only

sketch a couple of the main ideas.

First, one can consider operators that resemble Calderón-Zygmund singular integrals but involve

integration over lower-dimensional manifolds. The first such operators to receive intensive study —

by Stein, Stephen Wainger, and others in the 1970s; see the survey paper [85] — were theHilbert

transforms on curves:

Tf(x) =
∫ 1

−1
f(x− γ(t))

dt

t
,

wheref is a function onRn andγ : [−1, 1] → Rn is a smooth curve withγ(0) = 0. The operators

involving integration over higher-dimensional manifolds are known assingular Radon transforms:

they have the form

Tf(x) =
∫

Mx

K(x, y)f(y)dσ(y),
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whereMx is a smoothk-dimensional submanifold ofRn containingx and varying smoothly inx,

K(x, ·) is a kernel of Caldeŕon-Zygmund type onMx with singularity atx, andσ is surface mea-

sure onMx. The validity (or not) ofLp estimates for these operators turns out to depend strongly

on curvature properties of the curveγ or the manifoldsMx. This theory was developed for the hy-

persurface case (k = n − 1) by D. H. Phong and Stein [65, 66], and in general by Michael Christ,

Alexander Nagel, Stein, and Wainger [8]. We note that the proofs of theL2 estimates in [65] and [66]

use the Calderón-Vaillancourt theorem and theT (1) theorem, respectively; the proof in [8] uses the

Cotlar-Stein lemma directly.

Second, one can consider “multi-parameter” singular integrals, where the underlying geometry

involves not the usual dilationsx 7→ rx onRn but a multi-parameter family of dilations. The most

basic examples are convolution operatorsTf = f ∗K onRn × Rm whereK(x, y) is homogeneous

(or approximately homogeneous) of degree−n in x and of degree−m in y and has an appropriate

“mean-zero” property. Note that this entailsK being singular not just at the origin but on the whole

subspacesx = 0 and y = 0. WhenK(x, y) = K1(x)K2(y) whereK1 and K2 are Caldeŕon-

Zygmund kernels onRn andRm, Lp estimates follow easily from the classical theory, but the general

case requires other techniques. In this setting the theory is due to Robert Fefferman and Stein [23],

and a number of generalizations and variants have been developed since, including “multi-parameter

singular Radon transforms”; see Street [89] for a comprehensive account as well as references to the

literature.

10. L ITTLEWOOD-PALEY THEORY

We now return to the theorems of Littlewood and Paley that we alluded to in§4. They were announced

in 1931 in [53], but the full proofs did not appear until 1936 in [54]. (Paley died in a skiing accident

in 1933, at the age of 26.) The main goal is the following theorem, which Littlewood and Paley

gave in a slightly more general form than we shall do. Given a functionf onT with Fourier series
∑∞
−∞ cke

ikθ, let

∆l(θ) =
∑

2l−1<|k|≤2l

cke
ikθ, (39)

so that
∑∞
−∞ cke

ikθ = c0 +
∑∞

0 ∆l. For simplicity in stating the results below, we shall assume that

c0 (=
∫

f) = 0.

Theorem28 (Littlewood-Paley,1931) — For 1 < p < ∞ there are constantsAp, Bp > 0 such

that for all f ∈ Lp(T) with
∫

f = 0,

Ap‖f‖p ≤
∥∥∥∥
(∑

|∆l|2
)1/2

∥∥∥∥
p

≤ Bp‖f‖p.
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Corollary 29 — If 1 < p < ∞, f ∈ Lp(T), and
∫

f = 0, then for any sequence{εl} with

εl ∈ {−1, 1} the series
∑

εl∆l converges inLp(T), and itsLp norm is comparable to‖f‖p.

These results are of considerable interest in their own right, but what has developed into a

widely applicable tool is an auxiliary function that Littlewood and Paley used in proving them, the

“g-function.” This, in its original form, pertains to Fourier series onT of power-series type — that is,

f(θ) =
∑∞

1 cke
ikθ — and their holomorphic extensionsF (z) =

∑∞
1 ckz

k. For such anf , we define

gf (θ) =
(∫ 1

0
(1− r)|F ′(reiθ)|2 dr

)1/2

, (40)

and we have

Theorem30 (Littlewood-Paley,1931) — For 1 < p < ∞ there are constantsAp, Bp > 0 such

thatAp‖f‖p ≤ ‖gf‖p ≤ Bp‖f‖p for all f ∈ Lp(T) whose Fourier coefficientsck vanish fork ≤ 0.

(The assumptionc0 = 0 is clearly appropriate here sincec0 disappears in passing fromF to F ′.)

As explained in [53], there is a simple heuristic argument that leads from the function(
∑ |∆l|2)1/2

in Theorem 28 to the functiongf . The basic intuition is that the partial sum
∑n

1 ak of a series behaves

like the Abel mean
∑∞

1 akr
k with r = 1− (1/n). Granting this, since∆l is the difference between

the2lth and the2l−1th partial sums of the Fourier series off , one has

∆l(θ) ≈ F ((1− 2−l)eiθ)− F ((1− 21−l)eiθ) =
∫ 1−2−l

1−21−l

F ′(reiθ) dr,

and hence (since(1− 2−l)− (1− 21−l) = 2−l)

∑
|∆l|2 ≈

∑∣∣∣∣∣
∫ 1−2−l

1−21−l

F ′(reiθ) dr

∣∣∣∣∣
2

≤
∑

2−l

∫ 1−2−l

1−21−l

|F ′(reiθ)|2 dr

≈
∑∫ 1−2−l

1−21−l

(1− r)|F ′(reiθ)|2 dr =
∫ 1

0
(1− r)|F ′(reiθ)|2 dr = gf (θ)2.

The actual deduction in [54] of Theorem 28 from Theorem 30, however, is nowhere near as simple

as this heuristic argument would suggest. It is quite convoluted and involves a partial analogue of

Theorem 30 for a more complicated version (calledg∗f ) of theg-function.

As with the theory ofHp spaces, it was natural to seek analogues of Theorem 30 for functions on

Rn rather thanT, using harmonic functions onRn+1
+ . This theory was first developed in a 1958 paper

of Stein [80], with some extensions and refinements afterward. The most straightforward analogue of

theg-function in this setting is the following: givenf ∈ Lp(Rn) (1 ≤ p ≤ ∞), let u(t, ·) = Pt ∗ f
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be its Poisson integral as in (5), and set

gf (x) =
(∫ ∞

0
|∇t,xu(x, t)|2t dt

)1/2

. (41)

It will also be of interest to consider variants of this expression involving onlyt-derivatives ofu:

gk
f (x) =

(∫ ∞

0

∣∣∣∣
∂ku

∂tk
(x, t)

∣∣∣∣
2

t2k−1 dt

)1/2

(k = 1, 2, 3, . . . .) (42)

Observe thatg1
f differs from gf only in the substitution of∂u/∂t for ∇t,xu, and that(gf )2 =

(g1
f )2 +(g̃f )2 whereg̃f is defined by (41) with∇t,x replaced by∇x. Here is the analogue of Theorem

30:

Theorem31 — Let Gf denote any of the functionsgf or gk
f (k ≥ 1). For 1 < p < ∞ there are

constantsAp, Bp > 0 such thatAp‖f‖p ≤ ‖Gf‖p ≤ Bp‖f‖p for all f ∈ Lp(Rn). What is more,

eachGf is an isometry onL2 up to a constant factor.

The Caldeŕon-Zygmund technology yields a proof that is easy enough to be sketched here; see

[81] for details. First, theL2 result is an immediate corollary of the Plancherel theorem. Indeed, since

u(t, ·)̂ (ξ) = e−2πt|ξ|f̂(ξ) by (6), we have
∫ ∣∣∣∣

∂u

∂t
(t, x)

∣∣∣∣
2

dx =
∫
|∇xu(t, x)|2 dx =

∫
4π2|ξ|2e−4πt|ξ||f̂(ξ)|2 dξ,

so since
∫∞
0 te−4πt|ξ| dt = 1/16π2|ξ|2, Fubini’s theorem yields‖g1

f‖2
2 = ‖g̃f‖2

2 = 1
4‖f‖2

2 and hence

‖gf‖2
2 = 1

2‖f‖2
2. A similar calculation shows that‖gk

f‖2
2 = [(2k − 1)!/4k]‖f‖2

2.

TheLp boundedness of theg-functions can now be obtained by a clever application of the gener-

alization of Theorem 19 to vector-valued functions, as discussed in§7. We show how this works for

gf ; the argument forgk
f is essentially the same. Let

H =
{

φ : (0,∞) → Cn+1 : ‖φ‖2
H =

∫ ∞

0
|φ(t)|2t dt < ∞

}
.

For ε > 0 andx ∈ Rn, defineKε(x) ∈ H by Kε(x)(t) = ∇t,xPt+ε. Routine estimates on the

Poisson kernel and its derivatives show thatKε(x) is indeed inH, and that‖Kε(x)‖H ≤ C|x|−n

and‖∇xKε(x)‖H ≤ C|x|−n−1 with C independent ofε. Moreover, the results of the preceding

paragraph imply that the operatorf 7→ f∗Kε (which mapsC-valued functions toH-valued functions)

is bounded fromL2(Rn) to L2(Rn,H) uniformly in ε. It follows that
(∫

‖f ∗Kε(x)‖p
H

)1/p

= ‖f ∗Kε‖Lp(Rn,H) ≤ Bp‖f‖p
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with Bp independent ofε. But gf (x) = limε→0 ‖f ∗Kε(x)‖H, so‖gf‖p ≤ Bp‖f‖p as desired.

The reverseLp estimates follow from the preceding results by an easy duality argument. Here it

is for g1
f : polarization of the identity‖g1

f‖2
2 = 1

4‖f‖2
2 yields

4
∫

Rn

∫ ∞

0

∂u1

∂t
(t, x)

∂u2

∂t
(t, x) t dt dx =

∫

Rn

f1(x)f2(x) dx,

so by the Cauchy-Schwarz inequality (int) and Ḧolder’s inequality (inx),
∣∣∣∣
∫

f1(x)f2(x) dx

∣∣∣∣ ≤ 4
∫

g1
f1

(x)g1
f2

(x) dx ≤ 4‖g1
f1
‖p‖g1

f2
‖q,

wherep andq are conjugates. Taking the supremum over allf2 with ‖f2‖q ≤ 1, for q (and hencep)

in (1,∞), we obtain‖f1‖p ≤ 4Bq‖gf1‖p, and we are done.

There are several other nonlinear operations related tog-functions that satisfy similar estimates.

We shall not discuss them in detail, but we should at least mention one of the most important, the

so-called “Lusin area integral”

Sf (x) =

[∫∫

|y−x|<t<∞
|∇t,yu(t, y)|2t1−n dy dt

]1/2

,

which is togf as nontangential maximal functions are to radial maximal functions. The analogue of

Sf for functions onT (where the term “area integral” is directly appropriate) goes back to a 1930

paper of N. N. Lusin [55]; the theory onRn — in particular, the analogue of Theorem 31 forSf —

was developed by Stein [80] (see also [81]).

Theg-functions and their relatives are a powerful tool for proving estimates for various classes

of linear operators. For example, they are used in establishing theLp boundedness of the multi-

parameter singular integrals described at the end of§9. A more classical application is to the study of

Fourier multipliers, that is, operatorsT on L2(Rn) of the form(Tf )̂ = mf̂ wherem is a bounded

measurable function. There is a group of related theorems that give general conditions onm under

whichT is also bounded onLp for all p ∈ (1,∞). Here is one (a minor variation on results of Mikhlin

and Ḧormander):

Theorem32 — Supposem is of classC(k) on Rn \ {0} and that|∂αm(ξ)| ≤ A|ξ|−|α| for

|α| ≤ k, wherek > n/2. Then the operatorT defined by(Tf )̂ = mf̂ satisfies‖Tf‖p ≤ BA‖f‖p

for 1 < p < ∞, whereB depends only onp andn.

A proof of this result can be found in Stein [81], where the main point is to estimategTf in terms

of a more complicatedg-function off (an analogue of the Littlewood-Paleyg∗f ). Here, to give the
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flavor, we shall give a simple proof of the important special case wherem is radial and of “Laplace

transform type”:

m(ξ) = m0(|ξ|) where m0(λ) = λ

∫ ∞

0
e−λtφ(t) dt for someφ ∈ L∞(0,∞.)

(Note that this implies thatm satisfies the hypotheses of Theorem 32 for allk.) In view of

Theorem 31 it is enough to show thatg1
Tf ≤ Mg2

f . Settingt = 2πs andψ(s) = φ(2πs) in the

formula form0, one sees that(Tf )̂ (ξ) = − ∫∞
0 (∂/∂s)[e−2πs|ξ|]ψ(s)f̂(ξ) ds and hence

(Pt ∗ Tf )̂ (ξ) = −
∫ ∞

0

∂

∂s
[e−2π(t+s)|ξ|f̂(ξ)]ψ(s) ds.

In other words, ifu andU are the Poisson integrals off andTf , respectively,

U(t, x) = −
∫ ∞

0

∂u

∂s
(t + s, x)ψ(s) ds,

so withM = ‖φ‖∞,
∣∣∣∣
∂U

∂t
(t, x)

∣∣∣∣ =
∣∣∣∣−

∫ ∞

0

∂2u

∂s2
(t + s, x)ψ(s) ds

∣∣∣∣ ≤ M

∫ ∞

0

∣∣∣∣
∂2u

∂s2
(t + s, x)

∣∣∣∣ ds.

Hence by the Cauchy-Schwarz inequality,
∣∣∣∣
∂U

∂t
(t, x)

∣∣∣∣
2

≤
[
M

∫ ∞

t

∣∣∣∣
∂2u

∂s2
(s, x)

∣∣∣∣ ds

]2

≤ M2

t

∫ ∞

t

∣∣∣∣
∂2u

∂s2
(s, x)

∣∣∣∣
2

s2 ds.

Now an integration int and an application of Fubini’s theorem yieldsg1
Tf (x)2 ≤ M2g2

f (x)2 as

desired.

As an immediate application of Theorem 32, we can extend Proposition 16 to theLp Sobolev

spaces for1 < p < ∞. As the discussion following that theorem indicates, the missing ingredient is to

show thatΛiy is bounded onLp with a bound that does not grow too rapidly iny. But (Λiyf )̂ = myf̂

with my(ξ) = (1 + |ξ|2)iy/2, and it is easy to check thatmy satisfies the hypotheses of Theorem 32

with A = C(1 + |y|)k, which is more than sufficient.

Another application of Theorem 32 is to establish an analogue of Theorem 28 for functions on

R. (There are also versions onRn; see [81].) Fork ∈ Z, let χ2k andχ2k+1 be the characteristic

functions of[2k, 2k+1] and[−2k+1,−2k], respectively, and let(∆jf )̂ = χj f̂ ; thusf =
∑∞
−∞∆jf

for f ∈ L2(R).

Theorem33 — With notation as above, for1 < p < ∞ there are constantsAp andBp such that

Ap‖f‖p ≤ ‖∑∞
−∞(|∆jf |2)1/2‖p ≤ Bp‖f‖p for all f ∈ Lp(R).
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The idea of the proof is as follows (see [81] for details). Fixφ ∈ C∞(R) with φ(ξ) = 1 if

1 ≤ ξ ≤ 2 andφ(ξ) = 0 if ξ ≤ 1
2 or ξ ≥ 4. For k ∈ Z let φ2k(ξ) = φ(2−kξ) andφ2k+1(ξ) =

φ(−2−kξ), so thatφj is a smoothed-out version ofχj , and let(Sjf )̂ = φj f̂ . Also, let rj be the

jth Rademacher function (14). It is easy to check that for allt ∈ [0, 1] the functionsmt(ξ) =
∑∞

0 [r2j(t)φj(ξ) + r2j+1(t)φ−j(ξ)] satisfy the hypotheses of Theorem 32, with the constantA in-

dependent oft, and hence the corresponding multiplier operators are uniformly bounded onLp,

1 < p < ∞. The conclusion of Theorem 33, with∆j replaced bySj , then follows by the same

clever application of Lemma 11 as in the proof of Theorem 10.

This last conclusion says that the mapf 7→ (Sjf)∞−∞ is bounded fromLp(R) to Lp(R, l2). Also,

by using a vector-valued version of the Hilbert transform and arguing as in the proof of Corollary 9,

it is not hard to see that the map(fj) 7→ (∆jfj) is bounded onLp(R, l2). Combining these facts with

the observation that∆jSj = ∆j , Theorem 33 follows.

Various aspects of Littlewood-Paley theory have been developed and applied in contexts other

thanRn with its standard geometry. The broadest generalization, due to Stein [82], is to the setting of

symmetric diffusion semigroups of which the Poisson integral is a paradigmatic example. For another

historical review of aspects of the Littlewood-Paley theory, see Stein [83].

11. HARMONIC ANALYSIS ON GROUPS

The theory of Fourier series and Fourier transforms constitutes the analysis of functions onT andR
in terms of the basic functionsek(θ) = eikθ andeξ(x) = e2πiξx, which are precisely the continuous

homomorphisms fromT andR into T. In this section we briefly sketch some of the history of

the analogous theories for functions on other types of groups. The story we tell here is seriously

incomplete, but at least all parts of it are connected to each other! For more complete accounts of

the general theories discussed here with additional historical references we refer to Folland [30] and

Mackey [58].

The ideas underlying these theories can be traced back to the work of Gauss on number theory,

where (from the modern perspective) he made use of Fourier analysis on the group of integers modulo

n. The general picture emerged from the theory of Lie groups, begun by Sophus Lie in the early

1870s and further developed by others — notably Friedrich Engel, Wilhelm Killing, andÉlie Cartan

— over the succeeding half-century, and the theory of general topological groups, which dates from

the 1930s. The crucial prerequisite for analysis is the existence on any locally compact topological

group of a (right)Haar measure, that is, a Radon measure, unique up to scalar multiples, that is

invariant under right translations. (This immediately yields another Radon measure that is invariant
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under left translations. The two coincide for all the classes of groups we shall discuss below: Abelian,

compact, and nilpotent Lie.) For Lie groups this can easily be established by differential-geometric

constructions; it was proved by Haar [34] for second countable locally compact groups and by André

Weil [94] in general. In what follows, we assume that each locally compact groupG is equipped with

a fixed Haar measureµ, and we denoteLp(G,µ) and the volume elementdµ(x) simply byLp(G)

anddx.

With Haar measure in hand, there is a Fourier analysis on any locally compact Abelian groupG

that directly generalizes the classical theory onT andR. To begin with, we define thedual group

Ĝ to be the set of all continuous homomorphisms fromG to T, which — equipped with pointwise

multiplication and the topology of uniform convergence on compact sets — is also a locally compact

Abelian group. Forx ∈ G andξ ∈ Ĝ, we denote the action ofξ on x by 〈ξ, x〉. (WhenG = Rn,

we identify Ĝ with Rn by the pairing〈ξ, x〉 = e2πiξ·x). Eachx ∈ G defines an element̃x of the

double dual̂Ĝ by 〈x̃, ξ〉 = 〈ξ, x〉, and the mapx 7→ x̃ is an isomorphism of topological groups (the

Pontrjagin duality theorem). Moreover,G is compact if and only if̂G is discrete, and vice versa.

TheFourier transformof f ∈ L1(G) is the bounded continuous function̂f on Ĝ defined by

f̂(ξ) =
∫

G
f(x)〈ξ, x〉 dx.

As onT andR, the Fourier transform turns convolution into pointwise multiplication and translation

by x0 into multiplication by〈ξ, x0〉; it mapsL1(G) into C0(Ĝ) (the Riemann-Lebesgue lemma) and

extends to a map fromL2(G) to L2(Ĝ) that is unitary if Haar measure on̂G is suitably normalized;

moreover, with the same normalization one has the inversion formula

f(x) =
∫
bG
f̂(ξ)〈ξ, x〉 dξ

(to be taken with a grain of salt unlesŝf ∈ L1(Ĝ)). This was worked out first by Weil [94] and then

in a more elegant form by Henri Cartan and Roger Godement [7].

For non-Abelian groupsG the homomorphisms intoT do not suffice to analyze functions onG,

as they are all trivial on the commutator subgroup. The appropriate generalization is found by recog-

nizing thatTmay be regarded as the group of unitary1×1 matrices and considering homomorphisms

into higher-dimensional unitary groups instead, that is, unitary representations ofG. In the greatest

generality, aunitary representationof G on a Hilbert spaceH is a homomorphismπ from G into

the groupU(H) of unitary operators onH that is strongly continuous, i.e., the mapx 7→ π(x)u is

continuous fromG toH for eachu ∈ H. (Henceforth, when we say “representation” we shallalways

mean “unitary representation”.) A representationπ is calledirreducible if the only closed subspaces
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of H that are invariant underπ(x) for all x ∈ G are{0} andH. If π andπ′ are representations onH
andH′, respectively, a bounded linear mapT : H → H′ such thatTπ(x) = π′(x)T for all x ∈ G

is said tointertwineπ andπ′, and two representations are calledequivalentif there is a unitary map

that intertwines them.

We are allowing representations on arbitrary Hilbert spaces from the outset, as a matter of effi-

ciency. However, it should be noted that nobody thought of studying infinite-dimensional representa-

tions as such (though a few special cases were well known) until about 1930, when they arose in the

context of quantum mechanics.

One of the fundamental results of representation theory, known asSchur’s lemma, is that if π

is an irreducible representation ofG onH, the only bounded operators onH that commute withπ

(i.e., that intertwineπ with itself) are scalar multiples of the identity. (The converse is also true: ifπ

is reducible, the orthogonal projection onto a nontrivial invariant subspace commutes withπ.) This

has the following consequences. First, ifπ is irreducible,π(x) must be a multiple of the identity

wheneverx is in the center ofG. From this it follows further that ifG is Abelian, every irreducible

representation is one-dimensional, and hence thatĜ can be regarded as the set of equivalence classes

of irreducible representations ofG. Also, if G is compact, every irreducible unitary representation of

G is finite-dimensional. (The key here is that for any representationπ of G onH and any nonzero

v ∈ H, the operatorTv(u) =
∫
G〈u, π(x)v〉π(x)v dx is nonzero, self-adjoint, and compact, and it

commutes withπ, so its eigenspaces with nonzero eigenvalues are finite-dimensional and invariant

underπ.)

The representation theory of finite groups was developed by Ferdinand Georg Frobenius, William

Burnside, and Frobenius’s student Issai Schur beginning about 1890. The historical evolution of the

basic concepts and results was rather different from the way the subject would normally be presented

now, but that is a story to be told elsewhere; see Curtis [12] and Mackey [58]. For analysts the

real starting point is the fundamental paper of Hermann Weyl and his student Fritz Peter [64] in

which they showed that certain aspects of this representation theory could be generalized to arbitrary

compact groups to yield a Fourier analysis on such groups. (They assumed that their groups were Lie

groups solely in order to have an invariant measure available, as their paper antedates Haar [34] by a

few years.) Their main theorem is as follows:

Theorem34 (Peter-Weyl,1927) — LetG be a compact group, with Haar measure normalized

so that the measure ofG is 1. LetĜ be a set of irreducible (necessarily finite-dimensional) repre-

sentations ofG containing exactly one member of each equivalence class. Forπ ∈ Ĝ, let dπ be the
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dimension of the Hilbert spaceHπ on whichπ acts, and forx ∈ G let (πij(x)) be the matrix ofπ(x)

with respect to a fixed orthonormal basis ofHπ. Then

{√
dππij : π ∈ Ĝ, i, j = 1, . . . , dπ

}

is an orthonormal basis forL2(G).

The main contribution of Peter and Weyl — the point where they had to go beyond the algebraic

reasoning that had been developed for finite groups — was in proving the completeness of theπij ’s,

which they did by showing that their linear combinations are dense inC(G) in the uniform norm.

The theorem can be reformulated in a way that avoids a choice of orthonormal basis forHπ.

Namely, forπ ∈ Ĝ andf ∈ L2(G), let f̂(π) be the operator onHπ defined by

f̂(π) =
∫

G
f(x)π(x−1) dx =

∫

G
f(x)π(x)∗ dx.

Then the expansionf =
∑

π,i,j dπ〈f, πij〉πij can be restated as

f(·) =
∑

π∈ bG
dπ tr[f̂(π)π(·)]

where the convergence is in theL2 norm; and the Parseval identity‖f‖2
2 =

∑
π,i,j dπ|〈f, πij〉|2 can

be restated as

‖f‖2
2 =

∑

π∈ bG
dπ tr[f̂(π)∗f̂(π)].

(The trace of a matrix is invariant under conjugation, so it makes sense to speak of the trace of an

operator on a finite-dimensional space.)

There is another important aspect to the Peter-Weyl theorem. Any compact groupG acts on

L2(G) by right translations, giving a unitary representationR of G onL2(G) defined by[R(x)f ](y)

= f(yx). It is known as the (right) regular representationof G. With notation as in the Peter-

Weyl theorem, it is easy to verify that for eachπ ∈ Ĝ and eachi = 1, . . . , dπ, the subspace of

L2(G) spanned byπi1, . . . , πidπ (the ith row of the matrix(πij)) is invariant underR, and that the

subrepresentation ofR on this subspace is equivalent toπ. Hence:

Corollary 35 — The regular representation of a compact groupG is a direct sum of irreducible

subrepresentations, and for eachπ ∈ Ĝ the equivalence class ofπ occurs in this direct sum with

multiplicity dπ.

The example ofR already shows that compactness is needed for the first assertion of this corol-

lary: there are no one-dimensional subspaces ofL2(R) that are invariant under translations and hence
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no irreducible subrepresentations of the regular representation ofR. Rather, the Fourier inversion

formula shows how to synthesize functions inL2(R) out of anintegral of the irreducible represen-

tationsx 7→ e2πiξx. In 1930 Marshall Stone [88] showed how to generalize this to arbitrary unitary

representations ofR, and about fourteen years later Godement, Warren Ambrose, and M. A. Naimark

independently and almost simultaneously generalized Stone’s theorem to arbitrary locally compact

Abelian groups.

To state this result we need to recall a definition. IfH is a Hilbert space andX is a set equipped

with aσ-algebra of subsetsM, anH-projection-valued measureonX is a mapP fromM to the set

of orthogonal projections onH such thatP (∅) = 0, P (X) = I, P (E ∩ F ) = P (E)P (F ) for all

E, F ∈ M, andP (
⋃

Ej) =
∑

P (Ej) (convergence in the strong operator topology) for all finite or

infinite sequences{Ej} of disjoint sets inM. Any suchP determines a∗-algebra homomorphism

from the algebra of bounded measurable functions onX to the algebra of bounded normal operators

onH denoted byf 7→ ∫
X f(x) dP (x). (See [30] for details.)

Theorem36 (Stone,1930; Ambrose, Godement, Naimark,1944) — If π is a unitary represen-

tation of a locally compact Abelian groupG on a Hilbert spaceH, there is anH-projection-valued

Borel measureP on Ĝ such thatπ(x) =
∫
bG〈ξ, x〉 dP (ξ).

When π is the regular representationR of G, the measureP is given by [P (E)f ]̂ = χE f̂ .

Stone’s original theorem (G = R) is often stated in the formπ(x) = e2πixA whereA is a (perhaps

unbounded) self-adjoint operator onH; the relation with our formulation is thatP is the spectral

measure ofA, so thatA =
∫

ξ dP (ξ).

There is a related result that has influenced many later developments. One has the regular repre-

sentationR and the “modulation” representationM of Rn onL2(Rn), defined by

[R(x)f ](y) = f(y + x), [M(ξ)f ](y) = e2πiξ·yf(y), (43)

which are intertwined by the Fourier transform. These representations are jointly irreducible, that

is, there are no nontrivial closed subspaces ofL2(Rn) that are invariant under allR(x) and all

M(ξ). (If X is a closed invariant subspace,f is a nonzero element ofX, andg ⊥ X, then0 =

〈M(ξ)R(x)f, g〉 =
∫

e2πiξ·yf(y − x)g(y) dy for all x andξ; hencef(· − x)g(·) = 0 a.e. for allx;

hencef = 0 or g = 0.) It is easily computed thatR andM satisfy

R(x)M(ξ) = e2πiξ·xM(ξ)R(x.) (44)

This is the integrated form of the “canonical commutation relations” of quantum mechanics, and

it is important to determine how many different pairs of representations there might be that satisfy
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this relation. In fact, assuming irreducibility, up to unitary equivalence there is only one; this is the

celebrated Stone-von Neumann theorem first announced by Stone [88] (who never published his proof

in full) and proved in detail by John von Neumann [93]:

Theorem37 (Stone,1930; von Neumann,1931) — If π andρ are unitary representations ofRn

on a Hilbert space that are jointly irreducible and satisfy

π(x)ρ(ξ) = e2πiξ·xρ(ξ)π(x), (45)

then there is a unitary mapU : H → L2(Rn) such thatUπ(x)U−1 = R(x) andUρ(ξ)U−1 = M(ξ),

whereR andM are defined by (43).

Von Neumann’s elegant proof of this can also be found in [27].

By this point it should be clear that one of the main tasks for anyone wanting to do harmonic

analysis on a locally compact groupG is to classify the irreducible representations ofG up to equiv-

alence. For Abelian groups this means describing the dual groupĜ explicitly; this is a well-studied

matter. There are also several ways of constructing the irreducible representations of the classical

compact matrix groups; see, for example, Hall [35]. For non-Abelian, noncompact groups, however,

the irreducible representations are in general infinite-dimensional, and their classification requires a

host of new techniques depending on the nature of the group in question. It did not really get under

way, except for a few special cases, until after World War II.

In fact, the first complete classification of the irreducible representations of a group for which

the finite-dimensional ones do not separate points is implicitly contained in the Stone-von Neumann

theorem, although this apparently was not explicitly realized until much later. The relation (44)

implies that the operators of the forme2πitM(ξ)R(x) (x, ξ ∈ Rn, t ∈ R) form a group whose

abstract structure is given as follows:

(x, ξ, t) · (x′, ξ′, t′) = (x + x′, ξ + ξ′, t + t′ + x · ξ′),
(x, ξ, t)−1 = (−x,−ξ,−t + ξ · x.)

(46)

In other words, the spaceRn×Rn×R, equipped with the operations (46), is a group, now called

theHeisenberg groupHn, and the mapS : Hn → U(L2(Rn)) defined by

[S(x, ξ, t)f ](y) = [e2πitM(ξ)R(x)f ](y) = e2πi(t+ξ·y)f(y + x)

is an irreducible representation ofHn onL2(Rn).

Now supposeΠ is an arbitrary irreducible representation ofHn on a Hilbert spaceH. The

center ofHn is easily seen to beZ = {(0, 0, t) : t ∈ R}, so by Schur’s lemma we must have
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Π(0, 0, t) = e2πiatI for somea ∈ R. If a = 0, Π factors through the Abelian groupHn/Z ∼= R2n,

so it is one-dimensional and of the formσα,β(x, ξ, t) = e2πi(α·x+β·ξ). If a 6= 0, let Πa(x, ξ, t) =

Π(x, a−1ξ, a−1t); thenΠa is again a representation ofHn, and its restrictionsπ(x) = Πa(x, 0, 0)

andρ(ξ) = Πa(0, ξ, 0) to the subgroups{(x, 0, 0) : ξ ∈ Rn} and{(0, ξ, 0) : ξ ∈ Rn} are easily

seen to satisfy (45). But then by Theorem 37,Πa is equivalent toS, and henceΠ is equivalent to

Sa(x, ξ, t) = S(x, aξ, at). Moreover, theSa’s are all inequivalent to one another: they are already

inequivalent on the centerZ.

In short, the representationsσα,β (α, β ∈ Rn) andSa (a ∈ R \ {0}) form a complete set of

inequivalent irreducible representations ofHn. But this early achievement in non-Abelian, non-

compact representation theory went unremarked for many years; the earliest explicit acknowledgment

I have found is in a 1958 paper of Dixmier [17], and it is ignored in the historical survey [58]. And

not until the 1970s was the ubiquity ofHn sufficiently appreciated that the name “Heisenberg group”

became common usage.

One of the most important devices for constructing representations of a group is theinducing

process, due originally to Frobenius in the context of finite groups. One starts with a locally compact

groupG, a closed subgroupH, and a unitary representationσ of H on a Hilbert spaceHσ. Let G/H

be the homogeneous space of rightH-cosets andq : G → G/H the quotient map,q(x) = Hx;

G/H carries the locally compact topology in whichE is open precisely whenq−1(E) is open in

G. LetF0 be the space of continuousHσ-valued functionsf on G such that (i)f(hx) = σ(h)f(x)

for x ∈ G andh ∈ H, and (ii) q(supp(f)) is compact. By (i), forf ∈ F0 the norm‖f(x)‖Hσ

depends only onq(x), so if G/H admits aG-invariant measureµ, we can form the Hilbert space

completionF of F0 with respect to the norm‖f‖2
F =

∫
G/H ‖f(x)‖2

Hσ
dµ(q(x)), and the action ofG

onF0 by right translation,[π(x)f ](y) = f(yx), extends to a unitary representation ofG onF . It is

called therepresentation ofG induced byσ and denoted byindG
H(σ). There is also a modification of

this construction that works whenG/H has noG-invariant measure; see, for example, [30] (where,

however,G/H is taken to be the space ofleft H-cosets and the action ofG onF0 is given byleft

translation).

The simplest example: IfH is the trivial subgroup{1} of G andσ is the trivial representation of

H onC, thenindG
H(σ) is the regular representation ofG.

One of the most far-reaching theorems of representation theory is the so-called Mackey imprim-

itivity theorem, which George Mackey discovered by generalizing the Stone-von Neumann theorem

in three steps, the first two of them in [56] and the last (and most substantial) in [57]. To explore the
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applications of this theorem would take us too far afield, but as the path to it is fairly short and uses

the results discussed above, it is worth sketching here.

First, one generalizes Theorem 37 fromRn to an arbitrary locally compact Abelian groupG. To

wit, if π andρ are jointly irreducible representations ofG andĜ on a Hilbert spaceH that satisfy

π(x)ρ(ξ) = 〈ξ, x〉ρ(ξ)π(x), there is a unitary mapU : H → L2(G) such that[U−1π(x)Uf ](y) =

f(yx) and[U−1ρ(ξ)Uf ](y) = 〈ξ, y〉f(y).

This may be restated as follows. By Theorem 36 plus Pontrjagin duality, there is anH-projection-

valued measureP onG such thatρ(ξ) =
∫
G〈ξ, x〉dP (x), and the commutation relationπ(x)ρ(ξ) =

〈ξ, x〉ρ(ξ)π(x) is equivalent toπ(x)P (E) = P (Ex−1)π(x). Second generalization: when reformu-

lated this way, the preceding result is valid also for non-Abelian groups. That is, ifπ is a represen-

tation of a locally compact groupG onH andP is anH-projection-valued measure onG such that

π(x)P (E) = P (Ex−1)π(x) for x ∈ G, E ⊂ G, andπ andP are jointly irreducible, there is a

unitary mapU : H → L2(G) such that[U−1π(x)Uf ](y) = f(xy) andU−1P (E)Uf = χEf .

The final generalization tells what happens if we are given aπ and aP as above whereP lives

not onG but on a homogeneous spaceG/H. Here is the answer, whose broad scope obviates the

irreducibility hypothesis:

Theorem38 (Mackey,1949) — SupposeG is a locally compact group,H a closed subgroup,

π a unitary representation ofG onH, andP anH-projection-valued measure onG/H such that

π(x)P (E) = P (Ex−1)π(x) for x ∈ G and E ⊂ G/H. Then there is a unitary representation

σ of H (uniquely determined byπ and P up to equivalence) and a unitary mapU : H → F ,

whereF is the Hilbert space ofindG
H(σ), such thatU−1π(x)U = [indG

H(σ)](x) for x ∈ G and

U−1P (E)Uf = (χE ◦ q)f for f ∈ F .

Induced representations are a major source of irreducible representations of non-Abelian, non-

compact groups. For example, the representationsSa of the Heisenberg groupHn discussed above

are equivalent to representations induced from the one-dimensional representations of the subgroup

{(0, ξ, t) : ξ ∈ Rn, t ∈ R}. Another class of examples comes from the noncompact semisimple

Lie groupsG, which possess a family of representations known as the “principal series.” These are

representations induced from the finite-dimensional irreducible representations of subgroupsB of a

certain type (“Borel subgroups”). We now say a little more about them under the hypothesis thatG

has “real rank one” (which we need not explain here), with an eye to making connections with the

topics discussed earlier; details can be found in [44].



HISTORY OF HARMONIC ANALYSIS IN THE TWENTIETH CENTURY 45

There is a certain nilpotent subgroupN of G that meets each coset ofB (except for a set of

measure zero) in one point, so the principal series representations can be realized as acting on certain

spaces of vector-valued functions on it.N has the following properties: First, it can be identified as

a set withRn (for suitablen) in such a way that the origin is the group identity, the group operations

are given by polynomials in the coordinates, and Lebesgue measure is a (left and right) Haar measure.

Second, it is naturally equipped with a one-parameter family{δr : r > 0} of group automorphisms

calleddilationswhich, under the identification withRn, are of the form

δr(x1, . . . , xn) = (rα1x1, . . . , r
αnxn) (α1, . . . , αn > 0.) (47)

We shall call groups with these two propertieshomogeneous groups. (They are also often referred

to as “nilpotent groups with dilations,” as they are, in fact, all nilpotent.) The classic examples are

the Heisenberg groupsHn, whose canonical dilations are given byδr(x, ξ, t) = (rx, rξ, r2t). (Hn is

isomorphic to theN for G = SU(n + 1, 1).)

Principal series representations may or may not be irreducible and inequivalent to each other.

The question of determining when these conditions hold amounts to the study of the intertwining

operators between a representation and itself or between two different representations. It turns out

that these operators can be realized as singular integral operators onN . More precisely, they are

formally defined as convolution operators,

Tf(x) =
∫

N
f(xy−1)K(y) dy,

whereK is a smooth function onN \ {0} that has a certain “mean zero” property and satisfies

K(δr(x)) = r−QK(x) whereQ is the sum of the exponentsαj in (47). (This degree of homogeneity

with respect to the dilationsδr is precisely the one that putsK just on the borderline of integrability

near the origin and near infinity.) In other words, these operators closely resemble the singular integral

operators of Theorem 19 except that the translation structure is non-commutative (xy−1 rather than

x − y) and the dilations in question are non-isotropic. Like the latter, they are bounded onLp(N)

for 1 < p < ∞, but here theL2 boundedness must be established by an application of the Cotlar-

Stein lemma before the Calderón-Zygmund machine can be used to establish the boundedness on

otherLp spaces. In fact, this was the original application of the Cotlar-Stein lemma, and the study of

intertwining operators by Knapp and Stein [44] was the original application of these singular integrals.

It was realized not long afterward, however, that singular integrals on homogeneous groups, like

their classical counterparts, can tell us much about certain kinds of differential operators, particularly

those constructed out of non-commuting vector fields where the non-commutativity plays an essential
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role in their behavior. The first substantial step in this direction was taken in Folland and Stein [31],

where singular integrals on the Heisenberg groupHn were used to obtain sharp estimates for certain

operators arising in complex analysis in several variables. (The connection with the latter subject

comes from the fact thatSU(n + 1, 1) is isomorphic to the group of biholomorphic transformations

of a certain domainD ⊂ Cn+1 that is an analogue of the upper half plane inC, and the boundary

of D can be naturally identified withHn.) Other applications involving more general homogeneous

groups soon followed; see [26] for a concise survey.

Various other aspects of classical harmonic analysis, including real-variableHp spaces and Littlewood-

Paley theory, have analogues on homogeneous groups; see [32].

12. WAVELETS

Recall the Haar basis forL2([0, 1]) defined by (7) and (8). We can translate all its elements by an

integerk to obtain a basis forL2([k, k + 1]), and then combine all these to obtain an orthonormal

basis forL2(R). With a slight change of notation, this basis is{φk : k ∈ Z} ∪ {ψjk : j ≥ 0, k ∈ Z},
where

φk = χ[k,k+1), ψjk(x) = 2j/2ψ(2jx− k) with ψ = χ[0,1/2) − χ(1/2,1]. (48)

In the expansionf =
∑

k∈Z〈f, φk〉φk +
∑∞

j=0

∑
k∈Z〈f, ψjk〉ψjk, the first sum

∑
k∈Z〈f, φk〉φk

provides a first (probably crude) approximation tof by functions that are constant on each interval

[k, k + 1), and then the sums
∑

k∈Z〈f, ψjk〉ψjk for j = 0, 1, 2, . . . provide successively finer levels

of detail.

Of course, there is no reason why one has to start with intervals of length 1 as the “base level”;

one could dilate everything by a factor of2J to start with intervals of length2J instead. In the limit as

J →∞ the need for the “base layer”{φk} in the basis disappears, and one can see without difficulty

that the functionsψjk defined in (48), but now with bothj andk arbitrary integers, constitute an

orthonormal basis forL2(R).

The idea of manufacturing a basis forL2 out of the translates and dilates of a single function

offers many interesting possibilities, and it works also inn dimensions. In what follows, we shall

employ the notational convention that iff ∈ L2(Rn), the functionsfjk are defined by

fjk(x) = 2jn/2f(2jx− k) (j ∈ Z, k ∈ Zn.) (49)

The factors2jn/2 are there to ensure that‖fjk‖2 is independent ofj and k. For n = 1, an

orthonormal basis forL2(R) of the form{fjk : j, k ∈ Z} will be called awavelet basis, and the



HISTORY OF HARMONIC ANALYSIS IN THE TWENTIETH CENTURY 47

function f will be called themother waveletof the basis. (Forn > 1 this needs to be modified

slightly, as we shall explain below.)

The mother waveletψ of the Haar basis is precisely localized in the sense that it vanishes outside

[0, 1] (an advantage), but it is not smooth (a disadvantage). The latter condition is reflected in the

fact that its Fourier transform̂ψ(ξ) = (1− e−πiξ)2/2πiξ decays only slowly at infinity and hence is

poorly localized.

It is not hard to find another such basis with the advantage and disadvantage switched. To wit, let

Ψ(x) = (sin 2πx− sinπx)/πx, whose Fourier transform iŝΨ(ξ) = χ[−1,−1/2](ξ) + χ[1/2,1](ξ). It is

easy to see that for eachj, the Fourier transforms of the functionsΨjk (k ∈ Z) are all supported on

Aj = [−2j ,−2j−1] ∪ [2j−1, 2j ] and constitute an orthonormal basis forL2(Aj) (the Fourier basis,

essentially, once one recognizes thatAj is congruent to[0, 2j ] mod2j). It follows that{Ψjk : j, k ∈
Z} is a wavelet basis forL2(R) consisting of slowly decaying functions whose Fourier transforms

are precisely localized. Moreover, the localizaton in Fourier space is something we have seen before:

the projectionsPjf =
∑

k〈f, Ψjk〉Ψjk onto the spaces{f : f̂ = 0 outsideAj} are essentially

the Littlewood-Paley projections∆jf of Theorem 33. (In fact,Pj = ∆2k−2 + ∆2k−1). Thus the

expansions in terms of the basis{Ψjk} are connected with Littlewood-Paley theory.

The question now arises: can we find wavelet bases whose mother waveletψ is both smooth (at

least of classCm for some specifiedm ∈ Z+) and rapidly decaying at infinity (at least faster than

polynomially) — in other words, such thatψ andψ̂ are both well localized? It came as a pleasant

surprise to find that the answer isyes. The first examples (exponentially decaying and of classCm,

for any finitem) were constructed by Jan-Olov Strömberg [90] in 1982, but they were a bit before

their time and had little immediate impact. The next examples (withψ̂ ∈ C∞
c , henceψ ∈ S)

were discovered by Yves Meyer [60] in 1985 and immediately led to an explosive development of

the subject over the next five years or so, incuding the construction by Ingrid Daubechies [13] of

compactly supported wavelets of classCm, for any finitem. Our brief presentation here will be

limited to a sketch of the most basic results and their connections with the topics discussed earlier in

this paper. Among the excellent books to which the reader may refer for a full account of the results

mentioned here and additional material are Daubechies [14], Hernández and Weiss [38], and Meyer

[61, 62].

The appropriate general setting for constructing wavelets was worked out by Stéphane Mallat and

Meyer in 1986; it works inRn for anyn. To wit, amulti-resolution analysisor MRAonRn is a family

{Vj : j ∈ Z} of closed subspaces ofL2(Rn) with the following properties:
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(i) There is a functionφ ∈ V0, called the scaling function, such that the functions

φk(x) = φ(x− k) (k ∈ Zn) form an orthonormal basis forV0.

(ii) Vj+1 = {f ◦ δ : f ∈ Vj} for all j, whereδ(x) = 2x.

(iii) Vj ⊂ Vj+1 for all j,
⋂

j∈Z Vj = {0}, and
⋃

j∈Z Vj is dense inL2(Rn).

We observe that (i) and (ii) imply that for eachj, {φjk : k ∈ Zn} is an orthonormal basis forVj ,

whereφjk is defined by (49).

To construct an MRA, one generally begins with a functionφ such that the functionsφk(x) =

φ(x− k) are orthonormal, definesV0 to be their closed linear span andVj to be the set of allf of the

form f(x) = g(2jx) with g ∈ V0 (so that (i) and (ii) are satisfied), and then investigates whether (iii)

is also satisfied. To this end, it is convenient to reformulate these conditions in terms of the Fourier

transform. To avoid pathologies, in what follows we shall assume that the scaling functionφ satisfies

|φ(x)| ≤ C(1 + |x|)−n−1, |φ̂(ξ)| ≤ C(1 + |ξ|)−n−1,

so thatφ andφ̂ are integrable and continuous. Under these conditions, it is not hard to see that theφk

are orthonormal if and only if ∑

k∈Zn

|φ̂(ξ + k)|2 ≡ 1. (50)

In this case, withVj defined as just indicated, we haveVj ⊂ Vj+1 if and only if φ ∈ V1, and since

{φ1k : k ∈ Zn} is an orthonormal basis forV1, that happens if and only if

φ =
∑

akφ1k with
∑

|ak|2 < ∞; or equivalently,

φ̂(ξ) = m(ξ/2)φ̂(ξ/2) wherem(ξ) = 2−n/2
∑

ake
−2πik·ξ.

(51)

The condition
⋂

Vj = {0} is always satisfied under the preceding assumptions, and the condition
⋃

Vj = L2 turns out to be satisfied precisely when|φ̂(0)| = 1. (This says more than one might think

at first; by (50), it implies that̂φ(k) = 0 for all nonzerok ∈ Zn.) After multiplying φ by a constant,

then, we may and shall assume thatφ̂(0) = 1.

The relation (51) can be iterated —̂φ(ξ) = m(ξ/2)m(ξ/4)φ̂(ξ/4), etc. — so, withφ̂(0) = 1,

under mild regularity assumptions one can pass to the limit and obtainφ̂(ξ) =
∏∞

1 m(ξ/2j). This

suggests that one way to construct an MRA is to start with a suitable periodic functionm and define

φ̂ to be this infinite product, which automatically yields the relation (51). This is the method used

by Daubechies to construct compactly supported wavelets onR (for which m is a trigonometric

polynomial).
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In dimension 1, there is a canonical way to pass from an MRA to a wavelet basis. Given an MRA

{Vj} onR with scaling functionφ, let

Wj = Vj+1 ∩ V ⊥
j ;

thus, by (iii), we haveL2(R) =
⊕∞

−∞Wj . Moreover, withak andm as in (51), defineψ ∈ V1 by

ψ =
∑

(−1)k+1a1−kφ1k, that is, ψ̂(ξ) = e−πiξm((ξ + 1)/2)φ̂(ξ/2.) (52)

Theorem39 — Given an MRA{Vj} onR with scaling functionφ, defineψ by (52) and thenψjk

by (49) (withn = 1). Then{ψjk : k ∈ Z} is an orthonormal basis forWj for eachj, and hence

{ψjk : j, k ∈ Z} is a wavelet basis forL2(R).

For example, the Haar basis arises from this construction by taking the scaling functionφ to be

χ[0,1) (soVj is the space ofL2 functions that are constant on each interval[k2−j , (k + 1)2−j)), and

the Littlewood-Paley-type basis{Ψjk} presented above arises by takingΦ(x) = (sinπx)/πx (so

Φ̂ = χ[−1/2,1/2] andVj is the space off ∈ L2 such thatf̂ = 0 outside[−2j−1, 2j−1]). (The basis

{Φjk : k ∈ Z} for Vj is the one that arises in the Shannon sampling theorem, andΨ is sometimes

called theShannon waveletfor this reason.)

It is easy to constructn-dimensional MRAs and wavelets out of1-dimensional ones by using

tensor products. For simplicity, letn = 2. Given an MRA{Vj} onR with scaling functionφ and

associated mother waveletψ, we can define an MRA{Vj} onR2 by Vj = Vj ⊗ Vj ; that is,Vj is

the closed linear span of the functions of the formf(x, y) = g(x)h(y) with g, h ∈ Vj ; its scaling

function isΦ = φ ⊗ φ, that is,Φ(x, y) = φ(x)φ(y). But now there is a small complication: since

Vj+1 = Vj ⊕Wj , we have

Vj+1 = (Vj ⊗ Vj)⊕ (Wj ⊗ Vj)⊕ (Vj ⊗Wj)⊕ (Wj ⊗Wj),

soWj = Vj+1 ∩ V⊥j is given by

Wj = (Wj ⊗ Vj)⊕ (Vj ⊗Wj)⊕ (Wj ⊗Wj .)

To obtain an orthonormal basis for this we need not one but three mother wavelets:Ψ1 = ψ ⊗ φ,

Ψ2 = φ⊗ψ, andΨ3 = ψ⊗ψ. And indeed, one easily checks that the functionsΨε
jk (= (Ψε)jk) with

j ∈ Z, k ∈ Z2, andε = 1, 2, 3 constitute an orthonormal basis forL2(R2). The generalization toRn

is obvious: one needs2n − 1 mother wavelets to generate a basis.

This phenomenon persists even for MRAs that are not of tensor product type: awavelet basisfor

L2(Rn) must have the form
{
ψε

jk : j ∈ Z, k ∈ Zn, ε = 1, . . . , 2n − 1
}
,
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generated by2n− 1 mother waveletsψε. (The reason, in a nutshell, is that the group(2Z)n has index

2n in Zn.) To simplify the notation in what follows, we define

N = Z× Zn × {1, . . . , 2n − 1}, ψν = ψε
jk for ν = (j, k, ε) ∈ N . (53)

An important feature of smooth wavelets is that they have many vanishing moments. To be

precise:

Theorem40 — Supposeψ is a function of classCm onRn such that|ψ(x)| ≤ C(1 + |x|)−(m+n+ε)

for someC, ε > 0 and{ψjk : j ∈ Z, k ∈ Zn} is an orthonormal set. Then
∫

P (x)ψ(x) dx = 0 for

every polynomialP of degree≤ m.

The idea of the proof is as follows: Forj0 À 0 andx0 ∈ Zn, there is ak0 ∈ Zn so that the mass of

ψj0k0 is concentrated in a small ball aboutx0. Forj ¿ j0, ψjk can be well approximated on this ball

by its Taylor polynomialPm,x0 of degreem centered atx0, so
∫

ψj0k0Pm,x0 ≈ 〈ψj0,k0 , ψjk〉 = 0,

and this approximation improves asj0 − j increases. By rescaling and varyingx0, one deduces that∫
ψP = 0 for a family of polynomialsP of degreem that spans the whole space of such polynomials.

Theorem 40 says that ifψ is of classCm thenψ̂ vanishes to orderm at the origin, since∂αψ̂(0) =∫
(−2πix)αψ(x) dx. If ψ and its derivatives up to orderm are inL1, thenψ̂ also vanishes to orderm

at infinity, so most of the mass of̂ψ is concentrated in a spherical shell0 < a < |ξ| < b < ∞. Hence,

for anyf ∈ L2 the sumSf
j =

∑
k〈f, ψjk〉ψ̂jk(ξ) =

∑
k〈f, ψjk〉e2πik·ξ/2j

ψ̂(ξ/2j) is concentrated in

the shell2ja < |ξ| < 2jb, and the expansionf =
∑

j Sf
j provides a decomposition off into terms

concentrated in various frequency bands — not as precisely as with the Shannon wavelet, but still in

the spirit of Littlewood-Paley.

Another immediate consequence of Theorem 40 is thatthere are noC∞ wavelets with exponential

decay. Indeed, ifψ ∈ C∞, thenψ̂ vanishes to infinite order at the origin, whereas if|ψ(x)| ≤ Ce−c|x|,

then ψ̂ extends holomorphically to the strip| Im ξ| < c; the two conditions are incompatible for

ψ 6= 0. Hence the smoothness-plus-decay properties of the Strömberg, Meyer, and Daubechies

wavelets are more or less optimal.

Many of the common function spaces, includingLp andLp
s (1 < p < ∞), Hp, andBMO,

have characterizations in terms of wavelet expansions; we discuss just a couple of these. Perhaps the

simplest is the one forL2 Sobolev spaces. In view of the remarks two paragraphs earlier, the reader

should have no difficulty in appreciating the plausibility of the following result:

Theorem41 — Suppose{ψε
jk} is a wavelet basis forL2(Rn) of classCm. For 0 ≤ s < m,

f ∈ L2
s if and only if

∑
j,k,ε |〈f, ψε

jk〉|2(1 + 22js) < ∞.
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As far asLp spaces and their relatives are concerned, the essential point is the connection between

wavelets and singular integrals. In what follows we employ the terminology of (weak) Calderón-

Zygmund operators introduced in§9 in connection with theT (1) theorem (Theorem 26). We also

employ the notation (53).

Theorem42 — Let{ψν : ν ∈ N} be a wavelet basis where theψν ’s are of classC1 and rapidly

decaying at infinity. If{cν : ν ∈ N} is any bounded set of complex numbers, the operatorT defined

on L2 by T (
∑

aνψν) =
∑

cνaνψν is a Caldeŕon-Zygmund operator and hence is bounded onLp

for 1 < p < ∞; moreover, the operator norm ofT onLp depends only onp andsupν |cν |.

As the operator norm ofT on L2 is supν |cν |, the point here is thatT is associated to the kernel

K(x, y) =
∑

cνψν(x)ψν(y), and one uses the properties of theψ’s to show thatK is standard.

In particular, one can takecν = ±1 for eachν to conclude that the operators
∑

aνψν 7→
∑±aνψν are uniformly bounded onLp (1 < p < ∞) and hence that{ψν} is an unconditional

basis forLp. More precisely, one can show thatf ∈ Lp if and only if [
∑ |〈f, ψν〉ψν |2]1/2 ∈ Lp, with

equivalence of norms. (Again, there is a resonance with Theorem 28.)

Moreover, the argument that proves Theorem 42 also shows that if{ψν} and{ψ̃ν} are two differ-

ent wavelet bases satisfying the hypotheses of the theorem, the mapT (
∑

aνψν) =
∑

aνψ̃ν (which

is of course unitary onL2) is a Caldeŕon-Zygmund operator. This addresses many of the issues that

might arise from the nonuniqueness of wavelet bases.

Theorem 42 concerns operators that are diagonal with respect to a wavelet basis, but it is pretty

obvious that the result extends to operators that are only “approximately diagonal” — that is, operators

T whose matrix elements〈Tψν , ψν′〉 are uniformly bounded and tend to zero sufficiently rapidly as

the distance betweenν andν ′ grows inN . The precise decay conditions are a bit technical, and we

shall not state them here.

We conclude by sketching a proof of theT (1) theorem by using wavelets (see [62] for details).

Recall that a “weakly bounded” operatorT is assumed initially to mapS into S ′ but extends to

a continuous map fromCK
c (the space ofCK functions of compact support) to its dual space, for

suitableK ∈ Z+. Thus, if{ψν} is a wavelet basis whose elements belong toCK
c , the matrix elements

〈Tψν , ψν′〉 make sense. One can show that ifT (1) = T ∗(1) = 0, these matrix elements satisfy

estimates of the sort referred to in the preceding paragraph; henceT is approximately diagonal and is

therefore a Calderón-Zygmund operator. This proves theT (1) theorem for the special caseT (1) =

T ∗(1) = 0.
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The reduction of the general case to the special one is accomplished as follows. Again let{ψν}
be a wavelet basis of classCK

c . Since
∫

ψν = 0 (Theorem 40), the numbersaν = 〈T (1), ψν〉
andbν = 〈T ∗(1), ψν〉 are well defined. Chooseζ ∈ C∞

c with
∫

ζ = 1, and forν = (j, k, ε) let

ζν(x) = 2jnζ(2jx− k) (independent ofε and normalized so that
∫

ζν = 1), and define

S1f =
∑

aν〈f, ζν〉ψν , S2f =
∑

bν〈f, ψν〉ζν .

Then we haveS1(1) =
∑

aν(
∫

ζν)ψν =
∑

aνψν = T (1) andS2(1) =
∑

bν(
∫

ψν)ζν = 0;

sinceS∗1 andS∗2 are defined by the same sums withζν andψν switched, we likewise haveS∗1(1) = 0

andS∗2(1) = T ∗(1). (It is not hard to justify these formal calculations rigorously.) An argument

similar to the proof of Theorem 42 shows thatS1 andS2 are associated to standard kernels, and

the hypothesis thatT (1) andT ∗(1) are inBMO can be used to yield estimates onaν andbν that

imply thatS1 andS2 are bounded onL2. HenceS1 andS2 are Caldeŕon-Zygmund operators, and the

preceding argument applies toT − S1 − S2, so the proof is complete.
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arbitraire entre des limites données,J. Reine Angew. Math., 4 (1829), 157-169.

17. J. Dixmier, Sur les représentations unitaires des groupes de Lie nilpotents III,Canad. J. Math., 10

(1958), 321-348.

18. P. du Bois-Reymond,̈Uber die Fourierschen Reihen,Nachr. K̈onigl. Ges. Wiss. G̈ottingen(1873),

571-582.
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69. B. Riemann,Über die Darstellbarkeit einer Funktion durch eine trigonometrische Reihe,Abh. K̈onigl.

Ges. Wiss. G̈ottingen, 13 (1867); also pp. 227-271 in Riemann’sGesammelte Mathematische Werke

(2nd ed), Teubner, Leipzig, 1892 (reprinted with additional commentaries by Springer, Berlin, 1990).
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74. M. Riesz, Les fonctions conjuguées et les śeries de Fourier,C. R. Acad. Sci. Paris, 178 (1924), 1464-

1467; also pp. 360-362 in Riesz’sCollected Papers, Springer, Berlin, 1988.

75. M. Riesz, Sur les fonctions conjuguées,Math. Zeit., 27 (1927), 218-244; also pp. 410-436 in Riesz’s

Collected Papers, Springer, Berlin, 1988.
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