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In December 2015 I gave a series of six lectures at the Indian Institute of Science in which I sketched the thematic development of some of the main techniques and results of 20th-century harmonic analysis. The subjects of the lectures were, briefly, as follows:

1. Fourier series, 1900-1950.
2. Singular integrals (part I).
3. $H^{p}, B M O$, and singular integrals (part II).
4. Littlewood-Paley theory: the history of a technique.
5. Harmonic analysis on groups.
6. Wavelets.

I emphasized interconnections, both the way in which the material in the first lecture provided the roots out of which most of the developments in the other lectures grew, and the ways in which those developments interacted with each other. I included sketches of as many proofs as the time would permit: some very brief, but some fairly complete, especially those whose methodology is an important part of the subject. Much was omitted, of course, and there was a natural bias toward the areas where I have spent periods of my own mathematical life. Many developments, particularly those of the final quarter-century, received at most a brief mention.

This paper is a written account of these lectures with a few more details fleshed out, a few topics reorganized, and a few items added. I hope that others may find it an interesting narrative and a useful reference, and that it may lead some of them to share my enjoyment of exploring the original sources. I have tried to provide the references to those sources wherever possible, and for the more recent developments I also provide references to various expository works as the occasion arises. For the pre-1950 results discussed here and their proofs, however, there is one
canonical reference, which I give here once and for all: Antoni Zygmund's treatise [96]. (The more fundamental ones can also be found in Folland [29].)
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## 1. Some Notation and Terminology

We denote the circle group, considered either as $\mathbb{R} / 2 \pi \mathbb{Z}$ with coordinate $\theta$ or as $\{z \in \mathbb{C}:|z|=1\}$ with coordinate $e^{i \theta}$, by $\mathbb{T}$; and we denote the unit disc in the plane, with polar coordinates written either in real form as $(r, \theta)$ or in complex form as $z=r e^{i \theta}$, by $\mathbb{D}$. The Fourier series of an integrable function $f$ on $\mathbb{T}$ is

$$
f(\theta) \sim \sum_{-\infty}^{\infty} c_{k} e^{i k \theta}, \quad c_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta) e^{-i k \theta} d \theta
$$

(We write $\sim$ rather than $=$ because the convergence of the series is a major issue to be discussed below.) The partial sums of this series are always taken to be the symmetric ones:

$$
\begin{equation*}
S_{n}^{f}(\theta)=\sum_{-n}^{n} c_{k} e^{i k \theta} \tag{1}
\end{equation*}
$$

Associated to every such Fourier series is the series

$$
\begin{equation*}
u(r, \theta)=\sum_{-\infty}^{\infty} c_{k} r^{|k|} e^{i k \theta} \quad(0 \leq r<1) \tag{2}
\end{equation*}
$$

which converges uniformly on compact subsets of $\mathbb{D}$ to a harmonic function. For fixed $r<1$, the series $u(r, \cdot)$ is called the $r$ th Abel mean of the Fourier series of $f$.

The function $u$ can also be expressed as the Poisson integral of $f$ :

$$
\begin{equation*}
u(r, \theta)=\int_{0}^{2 \pi} P(r, \theta-\phi) f(\phi) d \phi \tag{3}
\end{equation*}
$$

where $P$ is the Poisson kernel:

$$
\begin{equation*}
P(r, \theta)=\sum_{-\infty}^{\infty} r^{|k|} e^{i k \theta}=\frac{1-r^{2}}{1+r^{2}-2 r \cos \theta} \tag{4}
\end{equation*}
$$

We shall also need the analogue of this for functions on $\mathbb{R}^{n}$. If $f \in L^{p}\left(\mathbb{R}^{n}\right)(1 \leq p \leq \infty)$, its Poisson integral is the harmonic function $u$ on

$$
\mathbb{R}_{+}^{n+1}=\left\{(t, x): t>0, x \in \mathbb{R}^{n}\right\}
$$

defined by

$$
u(t, x)=\left(P_{t} * f\right)(x),
$$

where $P_{t}$ is the Poisson kernel

$$
\begin{equation*}
P_{t}(x)=\frac{\Gamma((n+1) / 2)}{\pi^{(n+1) / 2}} \frac{t}{\left(|x|^{2}+t^{2}\right)^{(n+1) / 2}} \tag{5}
\end{equation*}
$$

(see, for example, [28] or [87]) and $*$ denotes convolution:

$$
g * h(x)=\int g(x-y) h(y) d y=\int g(y) h(x-y) d y
$$

If $E \subset \mathbb{T}$ or $E \subset \mathbb{R}^{n}, \chi_{E}$ denotes the characteristic function of $E: \chi_{E}(x)=1$ if $x \in E$, $\chi_{E}(x)=0$ otherwise.

Although we follow the classical practice in taking Fourier series to be $2 \pi$-periodic, for Fourier transforms we shall prefer to put the factors of $2 \pi$ in the exponents. Thus, we define the Fourier transform of a function $f \in L^{1}\left(\mathbb{R}^{n}\right)$ by

$$
\widehat{f}(\xi)=\mathcal{F} f(\xi)=\int_{\mathbb{R}^{n}} e^{-2 \pi i \xi \cdot x} f(x) d x
$$

The Fourier inversion formula (valid literally if $\widehat{f} \in L^{1}\left(\mathbb{R}^{n}\right)$ and suitably interpreted in the general case) is then

$$
f(x)=\mathcal{F}^{-1} \widehat{f}(x)=\int_{\mathbb{R}^{n}} e^{2 \pi i \xi \cdot x} \widehat{f}(\xi) d \xi
$$

We record here one specific Fourier transform that will be needed in several places: the Fourier transform of the Poisson kernel (5) is

$$
\begin{equation*}
\widehat{P}_{t}(\xi)=e^{-2 \pi t|\xi|} \tag{6}
\end{equation*}
$$

## 2. Fourier Series in 1900: Pointwise Convergence

The year 1900 - or, better, 1902 - is a good starting point for the history of modern harmonic analysis, because the latter is the year when the Lebesgue integral [51] was born. Before this fundamental tool became available, one did not have the conceptual machinery to state, much less prove, most of the results that now form the basis of the subject. Of course, the use of trigonometric series to solve problems coming from physics and other sciences goes back to Euler and the Bernoullis in the 18th century, but before the Lebesgue revolution the development of a rigorous theory (apart from results of an elementary nature) was largely restricted to questions about pointwise convergence.

The first great advance in this direction was made by Dirichlet [16] in 1829. He proved that the Fourier series of a periodic function $f$ that is piecewise continuous and piecewise monotone converges to $\frac{1}{2}[f(\theta+)+f(\theta-)]$ at every $\theta$, and in particular to $f(\theta)$ at every $\theta$ at which $f$ is continuous. Once the Riemann integral and the notion of "bounded variation" became available, it required only a slight elaboration of Dirichlet's argument to show that the hypothesis "piecewise continuous and piecewise monotone" could be replaced by "of bounded variation on $[0,2 \pi]$ ". This sufficient condition for pointwise convergence remains unmatched for its combination of utility and generality.

The next major paper on the subject was Riemann's Habilitationsschrift [69], which dates from 1854 although it was not formally published until after Riemann's death in 1866. Riemann main concern was the question of convergence of trigonometric series $\sum c_{k} e^{i k \theta}$ without a priori assumptions on the nature of the coefficients $c_{k}$. The results that he considered the main point of the paper are no longer of broad interest (though some of them are discussed in Chapter IX of Zygmund [96]). However, the paper is significant as the birthplace of the Riemann integral as a precisely defined concept, and two of its theorems are still widely used: the fact that the Fourier coefficients $c_{n}$ of a Riemann integrable function tend to zero as $n \rightarrow \infty$ (which became the "Riemann-Lebesgue lemma" when generalized to Lebesgue integrable functions), and the fact that the convergence or divergence of the Fourier series of an integrable function $f$ at a point $x_{0}$ depends only on the behavior of $f$ in an arbitrarily small neighborhood of $x_{0}$. It also contains some notable counterexamples and a nice account of the earlier work on trigonometric series and their applications.

The other landmark of the pre-1900 theory is the discovery by du Bois-Reymond in 1873 [18] of a continuous periodic function whose Fourier series diverges at one point. (Simpler examples are now known, and a fairly easy Baire-category argument shows that the Fourier series of "most" functions in $C(\mathbb{T})$ are not everywhere convergent.)

After 1900 the emphasis shifted from pointwise convergence to other types of convergence and methods of summation, so we shall close the discussion of pointwise convergence of Fourier series by citing three later major results. First, in 1914 Sergei Bernstein [1] showed that the Fourier series of a function that is Hölder continuous of exponent $>\frac{1}{2}$ converges absolutely and hence uniformly on $\mathbb{T}$. (Such functions need not be of bounded variation on any interval.) Second, in 1923 A. N. Kolmogorov [46] constructed a function in $L^{1}(\mathbb{T})$ whose Fourier series diverges almost everywhere, and three years later [47] he outdid himself by producing a function in $L^{1}(\mathbb{T})$ whose Fourier series diverges everywhere. After that, the outstanding open question was whether the Fourier series of a function in $L^{p}(\mathbb{T})(p>1)$, or even in $C(\mathbb{T})$, necessarily converges almost everywhere; an affirmative answer was given in 1966 by Lennart Carleson [6] for $p=2$ and extended shortly afterwards to all $p>1$ by Richard Hunt [40]; see also Fefferman [21].

## 3. The First Decade: 1900-1910

The first major advance in the theory of Fourier series after 1900 did not actually make use of the Lebesgue integral: it is L. Fejér's theorem [24] on summability of Fourier series. Instead of evaluating a Fourier series of a function $f$ as the limit of its partial sums $S_{n}^{f}$ defined by (1), we evaluate it as the limit of the average of the first $n$ partial sums (the $n$th Cesàro mean),

$$
\sigma_{n}^{f}(\theta)=\frac{1}{n}\left[S_{1}^{f}(\theta)+\cdots+S_{n}^{f}(\theta)\right],
$$

or as the limit of $r$ th Abel mean $u(r, \theta)$ defined by (2) as $r \rightarrow 1$.
Theorem 1 (Fejer, 1903) - If $f$ is Riemann integrable on $\mathbb{T}$, then $\sigma_{n}^{f}(\theta) \rightarrow f(\theta)$ as $n \rightarrow \infty$ and $u(r, \theta) \rightarrow f(\theta)$ as $r \rightarrow 1$ at every $\theta$ where $f$ is continuous. If $f$ is continuous everywhere, then $\sigma_{n}^{f} \rightarrow f$ and $u(r, \cdot) \rightarrow f$ uniformly.

Fejér proved the results about $\sigma_{n}^{f}$ much as we do today, by writing $\sigma_{n}^{f}$ as the convolution of $f$ with the so-called Fejér kernel and examining the properties of the latter, then deduced the results about $u$ by invoking the known connections between Cesàro and Abel means.

Not long afterward, Fatou [19] investigated the boundary behavior of $u$ in the light of the new Lebesgue integral and established a cluster of interesting results. By combining one of them with Lebesgue's version of the fundamental theorem of calculus, one obtains the following remarkable improvement on Fejér's pointwise convergence theorem, involving the important notion of nontangential convergence. Namely, if $g(r, \theta)$ is a function on the unit disc [resp., $g(t, x)$ is a function on $\mathbb{R}_{+}^{n+1}$ ], and $h(\theta)$ is a function on $\mathbb{T}$ [resp., $h(x)$ is a function on $\mathbb{R}^{n}$ ], we say that $g(r, \theta) \rightarrow h\left(\theta_{0}\right)$ nontangentially [resp., $g(t, x) \rightarrow h\left(x_{0}\right)$ nontangentially] if, for every $c>0, g(r, \theta) \rightarrow h\left(\theta_{0}\right)$ as $(r, \theta) \rightarrow\left(1, \theta_{0}\right)$ in the region where $\left|\theta-\theta_{0}\right|<c(1-r)$ [resp., $g(t, x) \rightarrow h\left(x_{0}\right)$ as $(t, x) \rightarrow\left(0, x_{0}\right)$ in the region where $\left.\left|x-x_{0}\right|<c t\right]$.

Theorem 2 (Fatou, 1906) - If $f \in L^{1}(\mathbb{T})$ and $u$ is defined by (2), then $u(r, \theta) \rightarrow f\left(\theta_{0}\right)$ nontangentially at almost every $\theta_{0}$ - more precisely, at every $\theta_{0}$ in the Lebesgue set of $f$.

One of the fundamental properties of the Fourier basis $\left\{e^{i k \theta}\right\}$ is that it is orthonormal (with respect to the measure $d \theta / 2 \pi$ ), as was recognized in the 19th century in connection with Sturm-Liouville theory. This aspect of the theory was put in the spotlight in a paper of F. Riesz ${ }^{1}$ [70] and almost simultaneously in a paper of E. Fischer [25] concerning square-integrable functions (the collection of which had not yet been named " $L^{2}$," though we shall employ that notation). In modern language,

[^0]Reisz's and Fischer's results both amount to the completeness of $L^{2}$; but here they are in their original form.

Theorem 3 (F. Riesz, Fischer; 1907) -
(a) (Fischer) If $\left\{f_{n}\right\}$ is a sequence in $L^{2}([a, b])$ such that $\int_{a}^{b}\left|f_{n}(x)-f_{m}(x)\right|^{2} d x \rightarrow 0$ as $m, n \rightarrow$ $\infty$, there is an $f \in L^{2}([a, b])$ such that $\int_{a}^{b}\left|f_{n}(x)-f(x)\right|^{2} d x \rightarrow 0$.
(b) (Riesz) If $\left\{\phi_{k}\right\}$ is an orthonormal sequence in $L^{2}([a, b])$ and $\left\{c_{k}\right\}$ is a sequence of numbers such that $\sum\left|c_{k}\right|^{2}<\infty$, there is an function $f \in L^{2}([a, b])$ such that $\int_{a}^{b} f(x) \overline{\phi_{k}(x)} d x=c_{k}$ for all $k$.

Riesz's theorem is a corollary of Fischer's, as Fischer pointed out; the function in question is, of course, $f=\sum c_{k} \phi_{k}$, and the point is that the partial sums of this series satisfy Fischer's hypothesis. However, Riesz's (slightly earlier) argument did not invoke this result explicitly, and it is easy to deduce Fischer's theorem from it.

The year 1910 witnessed several developments that are relevant to our story. First, Riesz [71] invented $L^{p}$ spaces $(1 \leq p<\infty)$ and developed their basic theory. It is then an easy corollary of Fejér's results on uniform convergence in Theorem 1, together with the density of $C(\mathbb{T})$ in $L^{p}(\mathbb{T})$, that the analogous results hold for convergence in $L^{p}$; that is, if $f \in L^{p}(\mathbb{T})(p<\infty)$ then $\left\|\sigma_{n}^{f}-f\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$ and $\|u(r, \cdot)-f\|_{p} \rightarrow 0$ as $r \rightarrow 1$.

Second, Michel Plancherel published the memoir on integral representations of functions [67] that led to the attachment of his name to the fact that the Fourier transform is a unitary operator on $L^{2}(\mathbb{R})$. In fact, this result is not explicitly in Plancherel's paper. His main results, in our context, are a rigorous definition of the Fourier cosine transform

$$
\mathcal{F}_{c} f(\xi)=\int_{0}^{\infty} f(x) \cos (\xi x) d x
$$

for $f \in L_{\mathbb{R}}^{2}(0, \infty)$ (all of Plancherel's functions are real-valued) and a proof of the inversion formula for it, namely, $\mathcal{F}_{c}^{2}=(\pi / 2) I$. The unitarity of $\mathcal{F}_{c}$ (up to a scalar factor) is, however, an immediate consequence: since $\int\left(\mathcal{F}_{c} f\right) g=\iint f(x) g(\xi) \cos (\xi x) d x d \xi=\int f\left(\mathcal{F}_{c} g\right)$, we have $\int\left(\mathcal{F}_{c} f\right)^{2}$ $=\int f\left(\mathcal{F}_{c}^{2} f\right)=(\pi / 2) \int f^{2}$.

The third development is Alfred Haar's investigation [33] of expansion of functions in terms of orthonormal bases (part of his doctoral thesis). The first part of this paper concerns the orthonormal bases for $L^{2}([a, b])$ consisting of eigenfunctions of Sturm-Liouville problems; Haar shows that they share with the Fourier basis the property that the series associated to a continuous function $f$ need
not converge pointwise but is always Cesàro summable to $f$. (This is not unexpected, since the highfrequency eigenfunctions of such problems tend to look a lot like sine waves.) He then asks whether there is an orthonormal basis for $L^{2}([0,1])$ with the property that the expansion of any continuous function is uniformly convergent, and he produces the affirmative answer now known as the Haar basis. It is defined as follows; for future reference we consider its elements as functions on $\mathbb{R}$, although for the present we are interested in them only on $[0,1]$. We set

$$
\begin{equation*}
\psi_{0}=\chi_{[0,1]}, \quad \psi_{1}=\chi_{[0,1 / 2)}-\chi_{(1 / 2,1]}, \tag{7}
\end{equation*}
$$

and for $n=2^{j}+k$ for $j \geq 1$ and $0 \leq k<2^{j}$,

$$
\begin{equation*}
\psi_{n}(x)=2^{j / 2} \psi_{1}\left(2^{j} x-k .\right) \tag{8}
\end{equation*}
$$

(That is, for $n=2^{j}+k, \psi_{n}$ is $2^{j / 2}$ on the left half of $\left[2^{-j} k, 2^{-j}(k+1)\right],-2^{j / 2}$ on the right half, and 0 elsewhere.) It is an elementary exercise to check that (i) $\left\{\psi_{n}\right\}_{0}^{\infty}$ is orthonormal in $L^{2}([0,1])$ and (ii) the linear span of $\psi_{0}, \ldots, \psi_{2^{j}-1}$ is the set of all functions on $[0,1)$ that are constant on each subinterval $\left(2^{-j} k, 2^{-j}(k+1)\right)$ and satisfy $f(x)=\frac{1}{2}[f(x-)+f(x+)]$ at the break points $x=2^{-j} k$; it follows easily that $\left\{\psi_{n}\right\}_{0}^{\infty}$ is an orthonormal basis for $L^{2}([0,1))$. Moreover, since the $\psi_{n}$ 's are bounded, the coefficients $\left\langle f, \psi_{n}\right\rangle=\int_{0}^{1} f(x) \psi_{n}(x) d x$ make sense for all $f \in L^{1}([0,1])$.

Theorem 4 (Haar, 1910) - If $f \in L^{1}([0,1])$, the series $\sum_{0}^{\infty}\left\langle f, \psi_{n}\right\rangle \psi_{n}(x)$ converges to $f(x)$ at every $x$ in the Lebesgue set of $f$ (in particular, almost everywhere). If $f$ is continuous on $[0,1]$, the convergence is uniform.

## 4. Fourier Series and Complex Analysis, 1915-1930

Many of the developments in Fourier analysis between the two world wars had to do, directly or indirectly, with the connection between Fourier series on $\mathbb{T}$ and holomorphic or harmonic functions on $\mathbb{D}$. We have already encountered the harmonic extension $u(r, \theta)$ of a function $f(\theta)$, defined by (2). The harmonic conjugate of $u$ that vanishes at the origin is

$$
v(r, \theta)=\frac{1}{i} \sum_{-\infty}^{\infty} c_{k}(\operatorname{sgn} k) r^{|k|} e^{i k \theta}, \quad \operatorname{sgn} k= \begin{cases}k /|k| & \text { if } k \neq 0  \tag{9}\\ 0 & \text { if } k=0\end{cases}
$$

(By "harmonic conjugate" we mean a function $v$ that satisfies the Cauchy-Riemann equations $v_{x}=-u_{y}, v_{y}=u_{x}$. This makes sense even if $u$ is complex-valued, although the original researchers generally had in mind that $f$ and $u$ are real-valued.) It is known (see Zygmund [96, §VII.1]) that
$\lim _{r \rightarrow 1} v(r, \theta)$ exists almost everywhere; it is formally given by the series $(1 / i) \sum c_{k}(\operatorname{sgn} k) e^{i k \theta}$. We denote this function by $\widetilde{f}(\theta)$ and call it the (Fourier) conjugate function of $f$ :

$$
\begin{equation*}
\widetilde{f}(\theta)=\lim _{r \rightarrow 1} v(r, \theta) \sim \frac{1}{i} \sum_{-\infty}^{\infty} c_{k}(\operatorname{sgn} k) e^{i k \theta} \tag{10}
\end{equation*}
$$

One of the main lines of development concerns what we now call $H^{p}$ spaces or Hardy spaces. There are now several types of Hardy spaces, but the original ones are defined as

$$
\begin{equation*}
H^{p}(\mathbb{D})=\left\{F \text { holomorphic on } \mathbb{D}:\|F\|_{H_{p}} \equiv \sup _{r<1}\left[M_{F}^{p}(r)\right]^{1 / p}<\infty\right\} \quad(0<p<\infty) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{F}^{p}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|F\left(r e^{i \theta}\right)\right|^{p} d \theta \tag{12}
\end{equation*}
$$

$\left(\|\cdot\|_{H_{p}}\right.$ is a norm only for $p \geq 1$.) These spaces are named in honor of G. H. Hardy, but Hardy did not invent them. Rather, in a 1915 paper [36] he proved that if $F(z)$ is holomorphic in the disc $|z|<R$, then $M_{F}^{p}(r)$ is an increasing function of $r$ for $r<R$, and moreover $\log M_{F}^{p}(r)$ is a convex function of $\log r$. The spaces $H^{p}(\mathbb{D})$ were first formally defined, and named $H^{p}$ in recognition of Hardy's theorem, in a 1923 paper of F. Riesz [72].

The first serious work on these spaces, however, came several years earlier, in the Riesz brothers' only joint paper [73]. In the first part of this paper they showed that the boundary values of a holomorphic function on $\mathbb{D}$, under suitable hypotheses including the $H^{p}$ condition for $p>1$, cannot vanish on a set of positive linear measure in $\mathbb{T}$. They then turned to the case $p=1$ and proved the following fundamental result:

Theorem 5 (F. and M. Riesz, 1916) - A holomorphic function $F(z)=\sum_{0}^{\infty} a_{k} z^{k}$ on $\mathbb{D}$ belongs to $H^{1}(\mathbb{D})$ if and only if $\sum_{0}^{\infty} a_{k} e^{i k \theta}$ is the Fourier series of a function $f\left(e^{i \theta}\right)$ in $L^{1}(\mathbb{T})$. In this case, $F$ and $f$ determine each other by the relations

$$
F(z)=\frac{1}{2 \pi i} \int_{|w|=1} \frac{f(w)}{w-z} d w, \quad f\left(e^{i \theta}\right)=\lim _{r \rightarrow 1} F\left(r e^{i \theta}\right) \text { for a.e. } \theta .
$$

The "if" implication of Theorem 5 is quite easy, for $F$ can be derived from $f$ not only by the Cauchy integral as above but by the Poisson integral (3). The facts that $P(r, \theta) \geq 0$ and $\int_{0}^{2 \pi} P(r, \theta) d \theta=1$ for all $r<1$ (see (4)) then easily imply that $F \in H^{1}(\mathbb{D})$. The converse is the hard part; the essential ingredient in its proof is the following result, which is of interest in its own right:

Theorem 6 (F. and M. Riesz, 1916) - Let $\mu$ be a complex Borel measure on $\mathbb{T}$. If the Fourier coefficients $c_{k}=(1 / 2 \pi) \int_{0}^{2 \pi} e^{-i k \theta} d \mu(\theta)$ vanish for $k<0$, then $\mu$ is absolutely continuous with respect to Lebesgue measure.

The reader of [73], however, may have trouble locating this result therein. What is actually stated and proved there is as follows: Suppose $F(z)$ is bounded on $\mathbb{D}$ and its boundary values $F\left(e^{i \theta}\right)$ on $\mathbb{T}$ exist and constitute a function of bounded variation. Then this function is continuous (this was already known), so that the image of $\mathbb{T}$ under it is a rectifiable curve $F(\mathbb{T})$; and the image of any set of measure zero in $\mathbb{T}$ has measure zero in $F(\mathbb{T})$. (To obtain Theorem 6 from this, one takes $F(z)$ to be the integrated series $\sum_{0}^{\infty} c_{k} z^{k+1} /(k+1)$, so that $d \mu(\theta)$ is the Lebesgue-Stieltjes measure $d F\left(e^{i \theta}\right)$.)

Theorem 5 can be restated in the following way, which we present as a corollary. (The $f$ in Theorem 5 corresponds to $f+i \widetilde{f}$ here.)

Corollary 7 - Suppose $f \in L^{1}(\mathbb{T})$, and let $u$, $v$, and $\widetilde{f}$ be defined by (2), (9) and (10). Then $u+i v \in H^{1}(\mathbb{D})$ if and only if $\tilde{f} \in L^{1}(\mathbb{T})$.

Corollary 7 remains true if $L^{1}$ and $H^{1}$ are replaced by $L^{p}$ and $H^{p}$ with $p>1$, but it is easier in the latter case. In fact, there it is a corollary of the analogous result for harmonic functions; namely, a harmonic function $u(r, \theta)$ on $\mathbb{D}$ satisfies $\sup _{r<1}\|u(r, \cdot)\|_{L^{p}(\mathbb{T})}<\infty(1<p<\infty)$ if and only if $u$ is the Poisson integral of an $f \in L^{p}(\mathbb{T})$. The "if" implication follows from elementary properties of the Poisson kernel as above, and for the converse, one can use the weak compactness of the closed unit ball of $L^{p}$ (proved by F. Riesz in [71]) to show that as $r \rightarrow 1, u(r, \cdot)$ converges weakly in $L^{p}$ to an $f \in L^{p}(\mathbb{T})$ of which $u$ is the Poisson integral. For $p=1$, however, this breaks down and one can conclude only that $u$ is the Poisson integral of a measure on $\mathbb{T}$.

There is more to the story, of course. Simple examples show that the conjugate of an $L^{1}$ function need not be in $L^{1}$, but what about $L^{p}$ for $p>1$ ? The case $p=2$ is obvious: since the Fourier basis is orthogonal, from (10) we have $\|\widetilde{f}\|_{2}^{2}=2 \pi \sum_{k \neq 0}\left|c_{k}\right|^{2} \leq\|f\|_{2}^{2}$. But for $p \neq 2$, the answer lies deeper. It was announced by Marcel Riesz in 1924 [74], though he did not get around the publishing the details of his proof until 1927 [75]:

Theorem 8 (M. Riesz, 1924) — The map $f \mapsto \tilde{f}$ is bounded on $L^{p}(\mathbb{T})$ for $1<p<\infty$.
This result is now seen as the prototype example of the theory of singular integrals, which we shall discuss in $\S 7$, but the tools needed to build that theory did not yet exist in 1924. (The weaktype estimate for $p=1$ was proved by Kolmogorov [48] in 1925, but the interpolation theorem from which the $L^{p}$ estimate then follows came considerably later; see $\S 5$.) Rather, Riesz devised a clever
argument that exploited the connection with complex analysis. It has the disadvantage that it does not generalize at all, but it is still worth a little attention for its esthetic value. It shows that if $u$ and $v$ are the Poisson integrals of $f$ and $\tilde{f}$, then

$$
\begin{equation*}
\int_{0}^{2 \pi}|v(r, \theta)|^{p} d \theta \leq C_{p} \int_{0}^{2 \pi}|u(r, \theta)|^{p} d \theta \quad(0<r<1) \tag{13}
\end{equation*}
$$

with $C_{p}$ independent of $r$ and $f$, and the result follows by letting $r \rightarrow 1$.
We explain the idea by working out the case $p=4$. We may assume that $f$ is real-valued (so that $u$ and $v$ are too) and that the constant term $c_{0}$ in the Fourier series of $f$ vanishes. Let $F=u+i v$. Then $F(0)=c_{0}=0$, so by the Cauchy integral formula,

$$
0=\int_{|z|=r} \frac{F(z)^{4}}{i z} d z=\int_{0}^{2 \pi}(u(r, \theta)+i v(r, \theta))^{4} d \theta
$$

Taking real parts yields

$$
\int v^{4}=6 \int u^{2} v^{2}-\int u^{4} \leq 6\left[\int u^{4} \int v^{4}\right]^{1 / 2}
$$

(with obvious abbreviations), and this immediately gives (13) with $C_{4}=36$.
The same idea, with some elaboration, works when $p$ is any even integer, and Riesz managed to push it further so that it works when $p$ is anything except an odd integer. (The emergence of an inconvenient factor of $\cos (\pi p / 2)$ at a certain point spoils the argument in these exceptional cases.) But if $p>1$ is an odd integer, its conjugate exponent $p /(p-1)$ lies in the interval $(1,2)$, where the result is valid, so a simple duality argument completes the proof.

As Riesz observed, his theorem has the following important consequence that has no apparent connection to complex analysis:

Corollary 9 - If $f \in L^{p}(\mathbb{T})$ with $1<p<\infty$, the partial sums $S_{n}^{f}$ of its Fourier series given by (1) converge to $f$ in the $L^{p}$ norm as $n \rightarrow \infty$.

The proof is easy. Since the trigonometric polynomials are dense in $L^{p}$ (a consequence of Fejér's theorem), by the usual $\epsilon / 3$-argument it is enough to show that $\left\|S_{n}^{f}\right\|_{p} \leq C_{p}\|f\|_{p}$ with $C_{p}$ independent of $n$. But $S_{n}^{f}=\left(E_{-n} P E_{n}-E_{n+1} P E_{-(n+1)}\right) f$ where $P\left(\sum_{-\infty}^{\infty} c_{k} e^{i k \theta}\right)=\sum_{0}^{\infty} c_{k} e^{i k \theta}$ and $E_{n} f(\theta)=$ $e^{i n \theta} f(\theta)$. Clearly $E_{n}$ is an isometry on $L^{p}$ for every $n$, and $P f=\frac{1}{2}(f+i \widetilde{f})$ (assuming, as above, that $c_{0}=0$ ); the result therefore follows from Theorem 8.

The $L^{2}$ convergence of a Fourier series is, of course, unaffected by the order in which the terms are added up, as any rearrangement of an orthonormal basis is again an orthonormal basis; but the validity
of Corollary 9 is strongly dependent on the fact that the partial sums $S_{n}^{f}$ are taken to be the standard ones. It is well known that in any Banach space $\mathfrak{X}$, a series $\sum_{1}^{\infty} x_{n}$ converges unconditionally (that is, $\sum_{1}^{\infty} x_{\sigma(n)}$ converges to the same sum for any permutation $\sigma$ of $\mathbb{Z}^{+}$) if and only the series $\sum_{1}^{\infty} \epsilon_{n} x_{n}$ converges for all choices of $\epsilon_{n} \in\{-1,1\}$. (See, for example, [42].) In 1930 Littlewood [52] showed that this is not the case when $\mathfrak{X}=L^{p}(\mathbb{T})(p \neq 2)$ and $x_{n}=S_{n}^{f}-S_{n-1}^{f}$, and shortly afterward Paley and Zygmund [63] obtained the following remarkable generalization of Littlewood's result.

Paley and Zygmund made use of the convenient encoding of sequences of $\pm 1$ 's by means of the Rademacher functions, first studied in [68]. They are most easily defined analytically as

$$
\begin{equation*}
r_{n}(t)=\operatorname{sgn}\left[\sin \left(2^{n+1} \pi t\right)\right] \quad(0 \leq t \leq 1 .) \tag{14}
\end{equation*}
$$

In other words, as long as $t$ is not a dyadic rational, $r_{n}(t)=(-1)^{d_{n+1}(t)}$ where $d_{n}(t) \in\{0,1\}$ is the $n$th digit in the base- 2 decimal expansion of $t$ (but $r_{n}\left(j / 2^{k}\right)=0$ for $n \geq k$ ). Thus any sequence $\left\{\epsilon_{n}\right\}$ of $\pm 1$ 's except those that contain only finitely many 0 s or finitely many 1 s can be written as $\left\{r_{n}(t)\right\}$ for a unique $t \in(0,1)$. Moreover, it is easily seen that the map $t \mapsto\left\{r_{n}(t)\right\}$ is measure-preserving from Lebesgue measure on $(0,1)$ (with the dyadic rationals omitted) to the natural probability measure on $\prod_{0}^{\infty}\{-1,1\}$ determined by a sequence of tosses of a fair coin.

Theorem 10 (Paley-Zygmund, 1930) - Given a sequence $\left\{c_{n}\right\}_{-\infty}^{\infty}$ of complex numbers, let $A_{n}(\theta)=c_{n} e^{i n \theta}+c_{-n} e^{-i n \theta}$.
(a) If $\sum\left|c_{n}\right|^{2}<\infty$, for almost every $t \in(0,1)$ the series $\sum_{0}^{\infty} r_{n}(t) A_{n}(\theta)$ converges a.e. on $\mathbb{T}$ to a function in $\bigcap_{p<\infty} L^{p}(\mathbb{T})$.
(b) If $\sum\left|c_{n}\right|^{2}=\infty$, for almost every $t \in(0,1)$ the series $\sum_{0}^{\infty} r_{n}(t) A_{n}(\theta)$ diverges (and indeed is not Cesàro or Abel summable) a.e. on $\mathbb{T}$.

Thus, by taking the $c_{n}$ 's to be the Fourier coefficients of a function in $L^{2} \backslash L^{p}$ (if $p>2$ ) or in $L^{p} \backslash L^{2}$ (if $p<2$ ), one obtains examples of functions in $L^{p}$ such that the $L^{p}$ convergence of their Fourier series is destroyed by suitable insertions of factors of $\pm 1$.

The proof of Theorem 10 is a rather easy consequence of Fubini's theorem together with the following properties of the Rademacher functions, which we shall meet again in §10; see Zygmund [ $96, \S \mathrm{~V} .8$ ] for details.

Lemma 11 - If $\sum_{0}^{\infty}\left|a_{n}\right|^{2}<\infty$, the series $\sum a_{n} r_{n}(t)$ converges a.e. on $[0,1]$ to a function $f \in \bigcap_{p<\infty} L^{p}([0,1])$; moreover, there are constants $A_{p}$ and $B_{p}$ depending only on $p$ such that $A_{p} \sum\left|a_{n}\right|^{2} \leq\|f\|_{p}^{2} \leq B_{p} \sum\left|a_{n}\right|^{2}$. On the other hand, if $\sum_{0}^{\infty}\left|a_{n}\right|^{2}=\infty$, the series $\sum a_{n} r_{n}(t)$ diverges (and indeed is not Cesàro or Abel summable) for a.e. $t \in[0,1]$.

The situation with $L^{p}$ convergence of Fourier series is quite different if one considers not the whole sequence of partial sums $S_{n}^{f}$ but only a subsequence $S_{n(m)}^{f}$ where $n(m)$, roughly speaking, grows exponentially with $m$. To be specific, let $n(m)=2^{m}$; thus $S_{n(m)}^{f}$ is the $m$ th partial sum of the series $c_{0}+\sum_{l=0}^{\infty} \Delta_{l}^{f}$ where $\Delta_{l}^{f}=\sum_{2^{l-1}<|k| \leq 2^{l}} c_{k} e^{i k \theta}$. It turns out that the series $c_{0}+\sum \Delta_{l}^{f}$ does converge unconditionally in $L^{p}$ when $f \in L^{p}(\mathbb{T}), 1<p<\infty$, and the same is true for other similar choices of $n(m)$. But this is a small part of a much longer story, the "Littlewood-Paley theory," which we shall recount in $\S 10$.

The final development from this period on our agenda is the great 1930 paper of Hardy and Littlewood [37]. In it they begin by introducing the concept of nonincreasing rearrangements and prove some fundamental results about them; then they introduce the Hardy-Littlewood maximal function for functions in $L^{1}(\mathbb{T})$,

$$
M f(\theta)=\sup _{0<|t|<\pi} \frac{1}{t} \int_{0}^{t}|f(\theta+\phi)| d \phi
$$

and the nontangential maximal functions for functions on $\mathbb{D}$,

$$
\begin{equation*}
u_{c}^{*}(\theta)=\sup _{(r, \phi) \in S_{c}(\theta)}|u(r, \phi)| \quad(0 \leq c<1) \tag{15}
\end{equation*}
$$

where the nontangential approach region $S_{c}(\theta)$ may be taken to be the convex hull of the disc $r \leq c$ and the point $(1, \theta)$. (The precise shape of $S_{c}(\theta)$ outside a neighborhood of $(1, \theta)$ is unimportant, as is the value of $c$, except that when $c=0 u_{c}^{*}$ becomes the radial maximal function $u_{0}^{*}(\theta)=$ $\sup _{0<r<1}|u(r, \theta)|$.) The main results are as follows:

Theorem 12 (Hardy-Littlewood, 1930) -
(a) For $1<p \leq \infty$ there is a constant $A_{p}$ such that $\|M f\|_{p} \leq A_{p}\|f\|_{p}$ for all $f \in L^{p}(\mathbb{T})$.
(b) For $0 \leq c<1$ there is a constant $B_{c}$ such that $u_{c}^{*}(\theta) \leq B_{c} M f(\theta)$ whenever $f \in L^{1}(\mathbb{T})$ and $u$ is its harmonic extension to $\mathbb{D}$; consequently, $\left\|u_{c}^{*}\right\|_{p} \leq A_{p} B_{c}\|f\|_{p}$ for $p>1$.
(c) For $0<p<\infty$ and $0 \leq c<1$ there is a constant $C_{p, c}$ such that $\left\|F_{c}^{*}\right\|_{p} \leq C_{p, c}\|F\|_{H^{p}}$ for all $F \in H^{p}(\mathbb{D})$. $\left(\right.$ Here, of course, $F_{c}^{*}=u_{c}^{*}$ where $u(r, \theta)=F\left(r e^{i \theta}\right)$ ).

Part (c) is a corollary of part (b) when $p>1$, for then $F$ is the harmonic extension of an $f \in L^{p}(\mathbb{T})$ and $\|F\|_{H^{p}}=\|f\|_{p}$, but for $p \leq 1$ it expresses a special property of holomorphic functions that is not shared by all harmonic functions.

## 5. Interpolation Theorems

Among the powerful tools in the more modern development of harmonic analysis are some theorems to the effect that if one has $L^{p}$ estimates on an operator for two different values of $p$, one also obtains such estimates for the intermediate values of $p$. The first such theorem was proved by Marcel Riesz [76]. Let us first state it in the general form in which it is now familiar:

Theorem 13 (M. Riesz, 1927; Thorin, 1939) - Let $(X, \mu)$ and $(Y, \nu)$ be measure spaces and $p_{0}, p_{1}, q_{0}, q_{1} \in[1, \infty]$. Suppose $T$ is a linear map from $L^{p_{0}}(\mu)+L^{p_{1}}(\mu)$ to $L^{q_{0}}(\nu)+L^{q_{1}}(\nu)$ that is bounded from $L^{p_{j}}(\mu)$ to $L^{q_{j}}(\nu)$ for $j=0,1$. Then $T$ is bounded from $L^{p_{t}}(\mu)$ to $L^{q_{t}}(\nu)$ for $0<t<1$, where $p_{t}^{-1}=(1-t) p_{0}^{-1}+t p_{1}^{-1}$ and $q_{t}^{-1}=(1-t) q_{0}^{-1}+t q_{1}^{-1}$. More precisely, if

$$
M(p, q)=\sup \left\{\|T f\|_{q}:\|f\|_{p}=1\right\}
$$

then $\log M\left(p_{t}, q_{t}\right)$ is a convex function of $t$.
As Riesz observed, this general theorem is a corollary of the following, apparently much more special, result in finite-dimensional linear algebra:

Theorem 14 - Let $\left(A_{j k}\right)$ be a complex $m \times n$ matrix, and for $\alpha, \beta \in[0,1]$ let

$$
\mathcal{M}(\alpha, \beta)=\sup \left\{\left|\sum_{j k} A_{j k} y_{j} x_{k}\right|: \sum_{1}^{n}\left|x_{j}\right|^{1 / \alpha}=\sum_{1}^{m}\left|y_{k}\right|^{1 / \beta}=1\right\} .
$$

(If $\alpha=0$ or $\beta=0$, the condition on $x$ or $y$ is interpreted as $\max \left|x_{j}\right|=1$ or $\max \left|y_{k}\right|=1$.) Then $\log \mathcal{M}(\alpha, \beta)$ is a convex function on the square $[0,1] \times[0,1]$.

To make the connection, observe that the $M(p, q)$ in Theorem 13 can be rewritten as

$$
M(p, q)=\sup \left\{\left|\int(T f) g d \nu\right|:\|f\|_{p}=\|g\|_{q^{\prime}}=1\right\}
$$

where $q^{\prime}=q /(q-1)$ is the conjugate exponent to $q$, and moreover it is enough to take $f$ and $g$ to be simple functions, i.e., $f=\sum_{1}^{n} a_{j} \chi_{E_{j}}$ and $g=\sum_{1}^{m} b_{k} \chi_{F_{k}}$ where the $E_{j}$ 's (resp. the $F_{k}$ 's) are disjoint subsets of $X$ (resp. of $Y$ ) of finite measure. But for such $f$ and $g$ (for a fixed set of $E_{j}$ 's and $F_{k}$ 's) the quantity $M(p, q)$ reduces to a quantity of the form $\mathcal{M}(\alpha, \beta)$ with $\alpha=1 / p$ and $\beta=1 / q^{\prime}$, and the result follows.

Riesz proved Theorem 14 only for $(\alpha, \beta)$ in the triangle $\left\{(\alpha, \beta) \in[0,1]^{2}: \alpha+\beta \geq 1\right\}$, which yields Theorem 13 only under the condition that $q_{j} \geq p_{j}$ for $j=0,1$. The lovely proof via the "three lines theorem" of complex analysis, which renders this restriction superfluous, was discovered by Riesz's student G. Thorin [92].

Thorin's argument points the way toward a powerful and wide-ranging generalization of Theorem 13, due to Elias M. Stein [79] (see also [87]), in which the single operator $T$ is replaced by an analytic family of operators:

Theorem 15 (Stein, 1956) - Let $(X, \mu),(Y, \nu), p_{t}$, and $q_{t}$ be as in Theorem 13, and let $\Sigma=\{x+i y: x \in[0,1], y \in \mathbb{R}\}$. Suppose that for each $z \in \Sigma$ we have a linear map $T_{z}$ from simple functions on $X$ to locally integrable ${ }^{2}$ functions on $Y$ such that $z \mapsto \int\left(T_{z} f\right) g$ is continuous on $\Sigma$ and holomorphic on its interior for all simple functions $f$ on $X$ and $g$ on $Y$. Assume that

$$
\left\|T_{i y} f\right\|_{q_{0}} \leq M_{0}(y)\|f\|_{p_{0}} \quad \text { and } \quad\left\|T_{1+i y} f\right\|_{q_{1}} \leq M_{1}(y)\|f\|_{p_{1}} \text {, }
$$

and there are constants $C_{0}, C_{1}, C_{f g}>0$ and $a<\pi$ such that

$$
\left|\int\left(T_{x+i y} f\right) g\right| \leq \exp \left[C_{f, g} e^{a|y|}\right], \quad M_{0}(y) \leq \exp \left[C_{0} e^{a|y|}\right], \quad M_{1}(y) \leq \exp \left[C_{1} e^{a|y|}\right]
$$

Then for $0<t<1$ there is a constant $M_{t}$ (which can be estimated in terms of the functions $M_{0}(y)$ and $\left.M_{1}(y)\right)$ such that $\left\|T_{t} f\right\|_{q_{t}} \leq M_{t}\|f\|_{p_{t}}$.

The conditions on the growth of $\int\left(T_{x+i y} f\right) g, M_{0}(y)$, and $M_{1}(y)$ in $y$ are extremely weak; they are needed to guarantee the hypotheses of the Phragmén-Lindelöf-type theorem on which the proof rests. If these quantities are bounded uniformly in $y$, one can use the three lines theorem instead to conclude that $\log M_{t}$ is a convex function of $t$.

As a simple illustration of the use of Theorem 15, we consider operators on $L^{2}$ Sobolev spaces. If $k$ is a positive integer, the Sobolev space $L^{2, k}=L^{2, k}\left(\mathbb{R}^{n}\right)$ is defined to be the space of all $f \in L^{2}\left(\mathbb{R}^{n}\right)$ whose distribution derivatives $\partial^{\alpha} f$ are also in $L^{2}\left(\mathbb{R}^{n}\right)$ for $|\alpha| \leq k$. (We are employing the usual multiindex notation as in [29]: $\alpha$ is an $n$-tuple of nonnegative integers and $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$.) Since $\left(\partial^{\alpha} f\right)(\xi)=(2 \pi i \xi)^{\alpha} \widehat{f}(\xi)$, by the Plancherel theorem we have $f \in L_{k}^{2}$ if and only if the functions $\xi \mapsto \xi^{\alpha} \widehat{f}(\xi)$ are in $L^{2}$ for $|\alpha| \leq k$. But it is easily verified that $\sum_{0 \leq|\alpha| \leq k}\left|\xi^{\alpha}\right|^{2}$ is bounded above and below by constant multiples of $\left(1+|\xi|^{2}\right)^{k}$, so $L^{2, k}=L_{k}^{2}$ where, for any $s \in \mathbb{R}$, we define

$$
\begin{equation*}
L_{s}^{2}=\left\{f: \Lambda^{s} f \in L^{2}\right\}, \quad \text { where } \quad\left(\Lambda^{s} f\right)(\xi)=\left(1+|\xi|^{2}\right)^{s / 2} \widehat{f}(\xi .) \tag{16}
\end{equation*}
$$

(When $s \geq 0$, the elements of $\Lambda_{s}^{2}$ are $L^{2}$ functions, but when $s<0$, they are tempered distributions whose Fourier transforms are locally $L^{2}$ functions. The space $L_{s}^{2}$ is often denoted by $H_{s}$.)

Proposition 16 - Suppose $s_{0}<s_{1}$ and $r_{0}<r_{1}$, and suppose $T$ is a bounded linear map from $L_{s_{0}}^{2}$ to $L_{r_{0}}^{2}$ whose restriction to $L_{s_{1}}^{2}$ is bounded from $L_{s_{1}}^{2}$ to $L_{r_{1}}^{2}$. Then the restriction of $T$ to $L_{s_{t}}^{2}$ is bounded from $L_{s_{t}}^{2}$ to $L_{r_{t}}^{2}$ for $0<t<1$, where $s_{t}=(1-t) s_{0}+t s_{1}$ and $r_{t}=(1-t) r_{0}+t r_{1}$.

[^1]Indeed, since $\Lambda^{s}$ is an isomorphism from $L^{2}=L_{0}^{2}$ to $L_{s}^{2}$ for every $s \in \mathbb{R}, T$ is bounded from $L_{s}^{2}$ to $L_{r}^{2}$ if and only if $\Lambda^{r} T \Lambda^{-s}$ is bounded on $L^{2}$, so Theorem 16 follows by applying Theorem 15 to $T_{z}=\Lambda^{r(z)} T \Lambda^{-s(z)}$ where $s(z)=(1-z) s_{0}+z s_{1}$ and $r(z)=(1-z) r_{0}+z r_{1}$. The necessary estimates as $|\operatorname{Im} z| \rightarrow \infty$ are trivial since $\Lambda^{x+i y}=\Lambda^{x} \Lambda^{i y}$ and $\Lambda^{i y}$ is unitary on $L^{2}$.

For any $p \in[1, \infty]$ we can define $L^{p}$ Sobolev spaces $L^{p, k}$ and $L_{s}^{p}$ just as above, simply replacing $L^{2}$ by $L^{p}$ (but keeping $\Lambda^{s}$ unchanged), and the analogue of Proposition 16 generalizes provided that we have appropriate estimates on $\Lambda^{i y}$. However, for $p \neq 2$ these estimates are no longer obvious, nor is it obvious that $L^{p, k}=L_{k}^{p}$ — and indeed these claims are no longer valid for $p=1$ or $p=\infty$. They are, however, valid for $1<p<\infty$, and we shall indicate the proofs in $\S 7$ and $\S 10$.

We now turn to the other major interpolation theorem, whose setting is as follows: $(X, \mu)$ and $(Y, \nu)$ are again measure spaces, and $T$ is now a map from some space $\mathcal{D}$ of measurable functions on $X$ to the space of measurable functions on $Y$ that is quasi-linear: that is, there is a $K>0$ such that $|T(f+g)| \leq K(|T f|+|T g|)$ for all $f, g \in \mathcal{D}$. For $1 \leq p, q \leq \infty$ we say that $T$ is strong type $(p, q)$ if $L^{p}(\mu) \subset \mathcal{D}$ and there is a constant $C$ such that $\|T f\|_{q} \leq C\|f\|_{p}$, and weak type $(p, q)(q<\infty)$ if $L^{p}(\mu) \subset \mathcal{D}$ and there is a constant $C$ such that

$$
\begin{equation*}
\nu(\{y:|T f(y)|>\alpha\}) \leq C\left(\frac{\|f\|_{p}}{\alpha}\right)^{q} \tag{17}
\end{equation*}
$$

we also agree that "weak type $(p, \infty)$ " means "strong type $(p, \infty)$." We observe that the quantity on the left of (17) is at most $\left(\|T f\|_{q} / \alpha\right)^{q}$ (Chebyshev's inequality), so strong type $(p, q)$ implies weak type $(p, q)$.

Theorem 17 (Marcinkiewicz, 1939) - Suppose $T$ is weak types $\left(p_{0}, q_{0}\right)$ and $\left(p_{1}, q_{1}\right)$ where $p_{0} \leq$ $q_{0}, p_{1} \leq q_{1}$, and $q_{0} \neq q_{1}$. Then $T$ is strong type $\left(p_{t}, q_{t}\right)$ for $0<t<1$, where $p_{t}^{-1}=(1-t) p_{0}^{-1}+t p_{1}^{-1}$ and $q_{t}^{-1}=(1-t) q_{0}^{-1}+t q_{1}^{-1}$.

This result was announced by J. Marcinkiewicz in a short note [59] in 1939. Not long afterwards, his career was cut short by World War II, and he left only a brief sketch of a proof in a letter to Zygmund. Marcinkiewicz's theorem languished in obscurity for 17 years - in their fundamental paper [4] Calderón and Zygmund derived the special case they needed without quoting [59] — until Zygmund wrote up a full account in [95]. Since then it has become part of the analysts' standard toolkit.

## 6. The Transition to $\mathbb{R}^{n}$

Much of the development of harmonic analysis in the second half of the 20th century had roots in the material we discussed in $\S 2$, but with some shifts of focus. The earlier work concerned Fourier
series as a technique of studying functions on the circle $\mathbb{T}$ and harmonic and analytic functions on the disc $\mathbb{D}$. In many respects it is quite easy to shift attention to Fourier transforms as a technique for studying functions on $\mathbb{R}$ and harmonic and analytic functions on the upper half-plane. We shall not go into detail about all the analogous results that can be obtained in this setting, singling out only one for particular attention. Namely, the analogue on $\mathbb{R}$ of the map $f \rightarrow \widetilde{f}$ taking a Fourier series to its conjugate is the Hilbert transform $H$, the unitary operator on $L^{2}(\mathbb{R})$ defined by

$$
\widehat{H f}(\xi)=\frac{1}{i}(\operatorname{sgn} \xi) \widehat{f}(\xi),
$$

which can also be defined without reference to the Fourier transform as

$$
H f(x)=\frac{1}{\pi} \lim _{\epsilon \rightarrow 0} \int_{|y|>\epsilon} \frac{f(x-y)}{y} d y
$$

where the limit exists in the $L^{2}$ norm. (It also exists pointwise when $f$ is also Hölder continuous.) As Marcel Riesz [75] showed, his theorem on conjugate series remains valid in this setting, with much the same proof:

Theorem 18 (M. Riesz, 1924) - H is bounded on $L^{p}$ for $1<p<\infty$.
Of greater significance than the shift from $\mathbb{T}$ to $\mathbb{R}$ is the shift from $\mathbb{R}$ to $\mathbb{R}^{n}$, which necessitates weaning oneself away from a reliance on complex function theory and developing a new set of tools to replace it, but which also offers a wealth of new applications. This will be the main theme of the next few sections.

In the early days, one obstacle to unleashing the power of the Fourier transform was that its use seemed to be restricted to functions that are rather tame at infinity, so that all the integrals in question converge. Various mathematicians in the 1930s made attempts to resolve such issues as well as related ones concerning notions of "generalized derivatives." In part they were goaded by the physicists who refused to be limited by scruples about rigor and employed formulas such as

$$
\begin{equation*}
\int_{\mathbb{R}} e^{2 \pi i x \xi} d \xi=\delta(x) \quad(\delta=\text { Dirac "delta-function" }) \tag{18}
\end{equation*}
$$

with great success. But it was Laurent Schwartz who, in the 1940s, developed a conceptual framework that offered a simple and painless resolution of most of these difficulties: his theory of distributions. The basic ideas were presented in [77] and [78], and the theory gained immediate popularity when more extensive expository accounts became available soon afterwards.

The basics of this theory are sufficiently accessible (see, for example, [29]) that we shall not go into any detail here. However, the Schwartz space $\mathcal{S}=\mathcal{S}\left(\mathbb{R}^{n}\right)$ of $C^{\infty}$ functions which, together
with all their derivatives, decay faster than polynomially at infinity, and its dual space $\mathcal{S}^{\prime}$, the space of tempered distributions, will occasionally enter the discussion (they already did so in the previous section). We recall that among the operations on $\mathcal{S}$ that extend continuously to operations on $\mathcal{S}^{\prime}$ are the Fourier transform, differentiation, translation, composition by invertible linear transformations of $\mathbb{R}^{n}$, and multiplication by $C^{\infty}$ functions which, together with all their derivatives, grow at most polynomially at infinity. In particular, the constant function 1 and the point mass at the origin are Fourier transforms of each other (the rigorous interpretation of (18)). Moreover, composition with dilations is well defined on $\mathcal{S}^{\prime}$, so it makes sense to say that a distribution is homogeneous of degree $\alpha$ (namely, $F \circ \delta_{r}=r^{\alpha} F$ for $r>0$, where $\delta_{r}(x)=r x$ ), and it is easily verified that its Fourier transform is then homogeneous of degree $-n-\alpha$.

We shall denote the action of a distribution $F \in \mathcal{S}^{\prime}$ on a test function $\phi \in \mathcal{S}$ by $\langle F, \phi\rangle$. This pairing is bilinear. In $\S 11$ and $\S 12$ we also use the notation $\langle\cdot, \cdot\rangle$ for the sesquilinear inner product on $L^{2}$, but the meaning will be clear from the context.

## 7. Singular Integrals

One of the most significant milestones in the development of harmonic analysis in $\mathbb{R}^{n}$ was the Calderón-Zygmund theory of singular integral operators, a far-reaching generalization of the theory of the Hilbert transform, particularly Theorem 18. Various types of singular integrals - that is, operators such as the Hilbert transform involving integrals that are not absolutely convergent, usually defined in some principal-value sense - had previously been studied by several people, notably Tricomi, Giraud, and Mikhlin; but Alberto Calderón and Antoni Zygmund were the first to make a systematic study of $L^{p}$ boundedness, and the techniques they developed have proved to be of wider importance.

Their initial paper [4] of 1952 deals with convolution operators of the form $T_{K} f=f * K$ on functions on $\mathbb{R}^{n}$, where $K$ is a distribution that is homogeneous of degree $-n$ and agrees away from the origin with a function possessing some mild smoothness properties. In more detail, suppose $K$ is a function that is of class $C^{1}$ on $\mathbb{R}^{n} \backslash\{0\}$ and homogeneous of degree $-n$ (i.e., $K(r x)=r^{-n} K(x)$ for $r>0$ ), and that possesses the mean-zero property:

$$
\begin{equation*}
\int_{|x|=1} K(x) d \sigma(x)=0 \quad(\sigma=\text { surface measure on the unit sphere }) . \tag{19}
\end{equation*}
$$

The smoothness condition can be relaxed, as we shall discuss later. We also observe that (19) is equivalent to

$$
\begin{equation*}
\int_{a<|x|<b} K(x) d x=0 \quad(0<a<b<\infty .) \tag{20}
\end{equation*}
$$

Such a $K$ fails to be integrable near the origin and near infinity, as integration in polar coordinates shows that $\int_{a<|x|<b}|K(x)| d x$ is proportional to $\int_{a}^{b} d t / t=\log (b / a)$. However, $K$ defines a tempered distribution (still denoted by $K$ ) by the formula

$$
\begin{align*}
\langle K, \phi\rangle & =\lim _{\epsilon \rightarrow 0} \int_{|x|>\epsilon} K(x) \phi(x) d x \\
& =\int_{|x| \leq 1} K(x)[\phi(x)-\phi(0)] d x+\int_{|x|>1} K(x) \phi(x) d x \tag{21}
\end{align*}
$$

The two formulas agree because of (20), and the integrals in the second one are absolutely convergent for any $\phi \in \mathcal{S}$ because $\phi$ decays rapidly at infinity and $|\phi(x)-\phi(0)|=O(|x|)$.

It is easily checked that $K$ is homogeneous of degree $-n$ as a distribution, and hence its Fourier transform $\widehat{K}$ is homogeneous of degree 0 . Moreover, $\widehat{K}$ is not merely a distribution but a function that is continuous except at the origin. To see this, pick a $C^{\infty}$ function $\phi$ with $\phi(x)=1$ for $|x| \leq 1$ and $\phi(x)=0$ for $|x| \geq 2$, and write $K=\phi K+(1-\phi) K$. $\phi K$ has compact support, so its Fourier transform is $C^{\infty}$. Moreover, $\nabla K$ is homogeneous of degree $-n-1$, so $|\nabla[(1-\phi) K](x)| \leq c|x|^{-n-1}$ for $|x|$ large; hence $\nabla[(1-\phi) K] \in L^{1}$, so its Fourier transform $2 \pi i \xi[(1-\phi) K \zeta(\xi)$ is a continuous function; but then $[(1-\phi) K]$ is itself continuous except at $\xi=0$.

Being homogeneous of degree 0 and continuous away from the origin, $\widehat{K}$ is bounded, and it follows that the operator $T_{K}$ initially defined on $\mathcal{S}$ by

$$
\left(T_{K} f\right)^{\wedge}=\widehat{K} \widehat{f}
$$

or, equivalently,

$$
\begin{equation*}
T_{K} f(x)=f * K(x)=\lim _{\epsilon \rightarrow 0} \int_{|y|>\epsilon} f(x-y) K(y) d y \tag{22}
\end{equation*}
$$

extends to a bounded operator on $L^{2}$. (Incidentally, if $K$ is continuous and homogeneous of degree $-n$ on $\mathbb{R}^{n} \backslash\{0\}$ but does not satisfy the mean-zero property, the second formula in (21) still defines a tempered distribution, but it is not homogeneous and its Fourier transform is not a bounded function.)

The fundamental theorem of Calderón and Zygmund generalizes this to $L^{p}$ :
Theorem 19 (Calderón-Zygmund, 1952) - Suppose $K$ is of class $C^{(1)}$ and homogeneous of degree $-n$ on $\mathbb{R}^{n} \backslash\{0\}$ and that $K$ satisfies (19). Then the operator $T_{K}$ defined by (22) is weak type $(1,1)$ and bounded on $L^{p}$ for $1<p<\infty$.

The proof of Theorem 19 is just as important as the result, so we sketch the ideas. The main point is the weak type $(1,1)$ estimate. Since $T_{K}$ is bounded on $L^{2}$, as we have just observed, the

Marcinkiewicz interpolation theorem then implies that $T$ is bounded on $L^{p}$ for $1<p<2$; and since $\int\left(T_{K} f\right) g=\int f\left(T_{\widetilde{K}} g\right)$ where $\widetilde{K}(x)=K(-x)$ (which satisfies the same hypotheses as $K$ ), a simple duality argument yields the boundedness on $L^{p}$ for $2<p<\infty$.

The main tool for obtaining the weak type $(1,1)$ estimate is the following lemma, which is also useful in other situations. Some notation: If $E \subset \mathbb{R}^{n}$ is a measurable set, we recall that $\chi_{E}$ is its characteristic function, and we denote its Lebesgue measure by $|E|$. By a cube we shall mean a translate of a set of the form $Q=[0, r)^{n} \subset \mathbb{R}^{n}$, and we call $r$ the side length of $Q$. If $Q$ is a cube and $f$ is a locally integrable function, $m_{Q} f$ will denote the mean value of $f$ on $Q$ :

$$
m_{Q} f=\frac{1}{|Q|} \int_{Q} f(x) d x
$$

Also, $2 Q$ will denote the cube with the same center as $Q$ and side length twice as big. Finally, for $m \in \mathbb{Z}, \mathcal{Q}_{m}$ will denote the collection of cubes with side length $2^{-m}$ and vertices in $\left(2^{-m} \mathbb{Z}\right)^{n}$. (Thus the cubes in $\mathcal{Q}_{m+1}$ are obtained from the cubes in $\mathcal{Q}_{m}$ by bisecting their sides.)

Lemma 20 (Calderón-Zygmund, 1952) - Given a nonnegative $h \in L^{1}$ and $\alpha>0$, there is a sequence $\left\{Q_{j}\right\}$ of disjoint cubes such that (i) $\alpha<m_{Q_{j}} h \leq 2^{n} \alpha$ for all $j$, (ii) $\sum\left|Q_{j}\right| \leq\|h\|_{1} / \alpha$, and (iii) $h(x) \leq \alpha$ for a.e. $x \in \mathbb{R}^{n} \backslash \bigcup Q_{j}$.

To prove the lemma, one picks $M \leq 0$ so that $m_{Q} h \leq 2^{n} \alpha$ for all $Q \in \mathcal{Q}_{M}$ (possible since $m_{Q} h \leq 2^{M n}\|h\|_{1}$ for $Q \in \mathcal{Q}_{M}$ ), and one puts those $Q \in \mathcal{Q}_{M}$ into the sequence that satisfy $m_{Q} h>\alpha$ (there are only finitely many). One then proceeds inductively for $m \geq M$ : having put some cubes from $\mathcal{Q}_{m}$ into the sequence, one puts those cubes $Q \in \mathcal{Q}_{m+1}$ into the sequence that are not contained in previously accepted cubes and satisfy $m_{Q} h>\alpha$. Then (i) is true by construction, (ii) is true since $\|h\|_{1} \geq \sum \int_{Q_{j}} h>\alpha \sum\left|Q_{j}\right|$, and (iii) follows from the Lebesgue differentiation theorem since $m_{Q} f \leq \alpha$ for all $Q \in \bigcup \mathcal{Q}_{m}$ that contain $x$.

Returning to Theorem 19, given $f \in L^{1}$ and $\alpha>0$, we wish to show that $\left|\left\{x:\left|T_{K} f(x)\right|>\alpha\right\}\right| \leq C\|f\|_{1} / \alpha$. Let $\left\{Q_{j}\right\}$ be as in Lemma 20 with $h=|f|$, and set

$$
\begin{gathered}
\Omega=\bigcup Q_{j}, \quad b_{j}(x)=\left[f(x)-m_{Q_{j}} f\right] \chi_{Q_{j}}(x), \quad b=\sum b_{j}, \\
g(x)=f(x)-b(x)= \begin{cases}m_{Q_{j}} f & \text { for } x \in Q_{j}, \\
f(x) & \text { for } x \notin \Omega .\end{cases}
\end{gathered}
$$

It is enough to show that $\left|\left\{x:\left|T_{K} g(x)\right|>\alpha\right\}\right|$ and $\left|\left\{x:\left|T_{K} b(x)\right|>\alpha\right\}\right|$ are dominated by $\|f\|_{1} / \alpha$. But by a simple calculation, $g \in L^{2}$ and $\|g\|_{2}^{2} \leq\left(2^{2 n}+1\right) \alpha\|f\|_{1}$, and $T_{K}$ is bounded on $L^{2}$,
so the estimate for $\left|\left\{x:\left|T_{K} g(x)\right|>\alpha\right\}\right|$ follows from Chebyshev's inequality. On the other hand, let

$$
B_{\alpha}=\left\{x:\left|T_{K} b(x)\right|>\alpha\right\}, \quad \widetilde{\Omega}=\bigcup 2 Q_{j}
$$

and let $y_{j}$ and $r_{j}$ be the center and side length of $Q_{j}$. Then $\left|B_{\alpha}\right| \leq|\widetilde{\Omega}|+\left|B_{\alpha} \backslash \widetilde{\Omega}\right|$, and $|\widetilde{\Omega}| \leq 2^{n}|\Omega|=$ $2^{n} \sum\left|Q_{j}\right| \leq 2^{n}| | f \|_{1} / \alpha$, so it is enough to estimate $\left|B_{\alpha} \backslash \widetilde{\Omega}\right|$. But for $x \notin \widetilde{\Omega}$ and $y \in Q_{j}$ we have $\left|x-y_{j}\right| \geq 2 r_{j} \geq 2\left|y-y_{j}\right|$ and (by the mean value theorem, since $\nabla K$ is homogeneous of degree $-n-1$ )

$$
\begin{equation*}
\left|K(x-y)-K\left(x-y_{j}\right)\right| \leq C\left|y-y_{j}\right|\left|x-y_{j}\right|^{-n-1} . \tag{23}
\end{equation*}
$$

Thus, since $\int_{Q_{j}} b_{j}=0$ for all $j$, for $x \notin \widetilde{\Omega}$ we have

$$
\begin{aligned}
|T b(x)|=\left|\sum T b_{j}(x)\right| & \leq\left|\sum \int_{Q_{j}}\left[K(x-y)-K\left(x-y_{j}\right)\right] b_{j}(y) d y\right| \\
& \leq C \sum \int_{Q_{j}}\left|y-y_{j}\right|\left|x-y_{j}\right|^{-n-1}| | b_{j}(y) \mid d y
\end{aligned}
$$

and hence

$$
\left|B_{\alpha} \backslash \widetilde{\Omega}\right| \leq \frac{1}{\alpha} \int_{\mathbb{R}^{n} \backslash \tilde{\Omega}}|T b(x)| d x \leq \frac{C}{\alpha} \sum \int_{\mathbb{R}^{n} \backslash 2 Q_{j}} \int_{Q_{j}}\left|y-y_{j}\right|\left|x-y_{j}\right|^{-n-1}\left|b_{j}(y)\right| d y d x .
$$

But

$$
\begin{equation*}
\int_{\mathbb{R}^{n} \backslash 2 Q_{j}}\left|y-y_{j}\right|\left|x-y_{j}\right|^{-n-1} d x \leq r_{j} \int_{|z|>2 r_{j}}|z|^{-n-1} d z \leq c r_{j} \cdot r_{j}^{-1} \tag{24}
\end{equation*}
$$

so

$$
\left|B_{\alpha} \backslash \widetilde{\Omega}\right| \leq \frac{C^{\prime}}{\alpha} \sum \int_{Q_{j}}\left|b_{j}(y)\right| d y \leq \frac{C^{\prime \prime}}{\alpha}\|f\|_{1}
$$

and we are done.
The great feature of this argument is that it is extremely robust and can easily be generalized, provided one has the $L^{2}$ boundedness of $T_{K}$ as a starting point.

In the first place, one can replace the integral kernels $K(x-y)$ by more general kernels $K(x, y)$. The only property of $K$ needed here is an analogue of (23) or (24):

$$
\begin{gather*}
\left|K(x, y)-K\left(x, y_{0}\right)\right| \leq C\left|y-y_{0}\right|\left|x-y_{0}\right|^{-n-1} \quad \text { for } \quad\left|x-y_{0}\right| \geq 2\left|y-y_{0}\right|  \tag{25}\\
\int_{\left|x-y_{0}\right| \geq 2\left|y-y_{0}\right|}\left|K(x, y)-K\left(x, y_{0}\right)\right| d x \leq c \tag{26}
\end{gather*}
$$

together with a similar estimate with the roles of the two arguments of $K$ switched (in order to apply duality to obtain the $L^{p}$ boundedness for $p>2$ ). One could replace the quantity on the right of (25) by $C\left|y-y_{0}\right|^{\alpha}\left|x-y_{0}\right|^{-n-\alpha}$ for some $\alpha>0$, which still yields (26).

Moreover, one can replace $\mathbb{R}^{n}$ equipped with the Euclidean distance $d(x, y)=|x-y|$ and Lebesgue measure by a metric space $X$ equipped with its distance function $d(x, y)$ and a measure $\mu$ that has the doubling property with respect to $d$ : that is, there is a constant $A$ independent of $x$ and $r$ such that $\mu\left(B_{2 r}(x)\right) \leq A \mu\left(B_{r}(x)\right)$, where $B_{r}(x)=\{y: d(x, y)<r\}$. (One can even weaken the triangle inequality and assume only that there is a constant $B$ such that $d(x, z) \leq B[d(x, y)+d(y, z)]$.) It might appear that Lemma 20 is special to Euclidean space, but the use of cubes is a convenience rather than a necessity. One can replace the sequence of cubes $Q_{j}$ by a sequence of balls $B_{j}$ that have only a controlled amount of overlap so that $\mu\left(\bigcup B_{j}\right)$ is comparable to $\sum \mu\left(B_{j}\right)$; the functions $b_{j}$ are then supported in sets obtained by "disjointifying" the $B_{j}$ 's. The argument in this general setting was worked out by Coifman and Weiss [10] and Korányi and Vagi [49]; see also Stein [84].

Finally, one can consider operators on vector-valued functions. That is, let $\mathfrak{X}_{1}$ and $\mathfrak{X}_{2}$ be Banach spaces. One considers a kernel $K$ taking values in the space of bounded operators from $\mathfrak{X}_{1}$ to $\mathfrak{X}_{2}$; then the operator $T_{K}$ maps $\mathfrak{X}_{1}$-valued functions to $\mathfrak{X}_{2}$-valued functions. To obtain the $L^{2}$ boundedness of $T_{K}$ in a straightforward way one may need $\mathfrak{X}_{1}$ and $\mathfrak{X}_{2}$ to be Hilbert spaces, but once this is done, the proof of Theorem 19 (with absolute values replaced by norms in appropriate places) yields the boundedness of $T_{K}$ from $L^{p}\left(\mathbb{R}^{n}, \mathfrak{X}_{1}\right)$ to $L^{p}\left(\mathbb{R}^{n}, \mathfrak{X}_{2}\right)$ - or a generalization with $\mathbb{R}^{n}$ replaced by a metric space as above.

The most classical enlargement of the Calderón-Zygmund theory, which came not long after Theorem 19 in [5] and other papers, was to the "variable-coefficient singular integrals"

$$
\begin{equation*}
T f(x)=\lim _{\epsilon \rightarrow 0} \int_{|x-y|>\epsilon} K(x, x-y) f(y) d y \tag{27}
\end{equation*}
$$

where, for each $x, K(x, \cdot)$ is smooth and homogeneous of degree $-n$ on $\mathbb{R}^{n} \backslash\{0\}$ and has the mean-zero property, and $K(x, \cdot)$ depends smoothly and boundedly on $x$ in a suitable sense. (We are being deliberately imprecise about the meaning of "smooth." For some purposes minimal smoothness conditions are important; for others it is best to assume $C^{\infty}$.) The operator (27) can be re-expressed in terms of the Fourier transform as

$$
\begin{equation*}
T f(x)=\int e^{2 \pi i \xi \cdot x} \sigma(x, \xi) \widehat{f}(\xi) d \xi \tag{28}
\end{equation*}
$$

where, for each $x, \sigma(x, \cdot)$ is the Fourier transform of $K(x, \cdot)$. As this is homogeneous of degree 0 , the boundedness of $T$ on $L^{2}$ is easy to establish, assuming only some boundedness of $K$ and hence $\sigma$ in the first variable.

The representation (28) of singular integral operators leads directly to the theory of pseudodifferential operators, which has become an essential tool in the study of partial differential equations.

To be precise, a (classical) symbol of order $m(m \in \mathbb{R})$ is a $C^{\infty}$ function $\sigma$ on $\mathbb{R}^{2 n}$ such that

$$
\begin{equation*}
\left|\partial_{\xi}^{\alpha} \partial_{x}^{\beta} \sigma(x, \xi)\right| \leq C_{\alpha \beta}(1+|\xi|)^{m-|\alpha|} \tag{29}
\end{equation*}
$$

for all multi-indices $\alpha$ and $\beta$ - that is, $\sigma$ behaves qualitatively like a homogeneous function of $\xi$ of degree $m$ for large $\xi$ and is smooth for small $\xi$. Examples include smooth functions that are homogeneous of degree $m$ for large $\xi$ (i.e., $\sigma(x, r \xi)=r^{m} \sigma(x, \xi)$ for $r \geq 1$ and $|\xi| \geq c>0$ ) and the symbol $\sigma(x, \xi)=\left(1+|\xi|^{2}\right)^{m / 2}$ of the operator $\Lambda^{m}$ in (16). A (classical) pseudo-differential operator of order $m$ is an operator of the form (28) where $\sigma$ is a symbol of order $m$; the common notation for the operator $T$ associated to the symbol $\sigma$ is $\sigma(x, D)$, where $D$ stands for $(2 \pi i)^{-1}(\partial / \partial x)$. Such operators are defined initially on the Schwartz space $\mathcal{S}$, and under our hypothesis (29) on $\sigma$ they map $\mathcal{S}$ into itself. (One can generalize by requiring the estimates (29) to hold only for $x$ in compact subsets of an open $\Omega \subset \mathbb{R}^{n}$, with $C_{\alpha \beta}$ depending on the set; then the operator maps $\mathcal{S}$ into $C^{\infty}(\Omega)$, and one obtains only local $L^{p}$ estimates.)

The class of pseudo-differential operators includes all partial differential operators with coefficients that are $C^{\infty}$ and bounded along with all their derivatives (the boundedness being inessential if one only wants local estimates); they are the ones whose symbols $\sigma(x, \xi)$ are polynomials in $\xi$, thus justifying the notation $\sigma(x, D)$ and the name "pseudo-differential." Pseudo-differential operators of order 0 are a mild generalization of singular integral operators of the form (27) or (28), modified so that $\sigma$ is smooth near $\xi=0$. It is easy to see that they are bounded on $L^{2}$ and that the associated kernels $K(x, x-y)(K(x, \cdot)$ being the inverse Fourier transform of $\sigma(x, \cdot))$ satisfy estimates of the form (23), so the Calderón-Zygmund theory yields $L^{p}$ boundedness for $1<p<\infty$. Moreover, one can convert a pseudo-differential operator of arbitrary order $m$ to a pseudo-differential operator of order 0 by composing with the operator $\Lambda^{-m}$ defined by (16), and this yields boundedness of pseudo-differential operators as maps between $L^{p}$ Sobolev spaces.

What makes pseudo-differential operators really useful is the fact that they form a $*$-algebra in which the product and adjoint can easily be calculated in terms of the symbols, up to error terms of lower order. More precisely, if $\sigma_{1}$ and $\sigma_{2}$ are symbols of orders $m_{1}$ and $m_{2}$, the product $\sigma_{1}(x, D) \sigma_{2}(x, D)$ is of the form $\tau(x, D)$ where $\tau$ is a symbol of order $m_{1}+m_{2}$; moreover, there is an asymptotic expansion of $\tau$ as a series of symbols of order $m_{1}+m_{2}-j(j=0,1,2, \ldots)$, constructed from products of derivatives of $\sigma_{1}$ and $\sigma_{2}$, whose leading term is $\sigma_{1} \sigma_{2}$. A similar result holds for the adjoint $\sigma(x, D)^{*}$.

The symbolic calculus of pseudo-differential operators was developed by Joseph J. Kohn and Louis Nirenberg [45], building on earlier results by Calderón and Zygmund and their predecessors,
and shortly afterward Lars Hörmander [39] invented the somewhat more general and more convenient form that we have just sketched. See Folland [28] for a quick introduction to pseudo-differential operators and their applications and Taylor [91] for a more comprehensive account.

At this point we can resolve an issue left open in $\S 5$, namely, the fact that when $k$ is a positive integer, the Sobolev space $L_{k}^{p}$, defined as $\Lambda^{-k}\left(L^{p}\right)$ where $\Lambda^{k}$ is given by (16), coincides with the space $L^{p, k}$ of functions whose distribution derivatives of order $\leq k$ are in $L^{p}$; more generally, $f \in L_{s+k}^{p}$ if and only if $\partial^{\alpha} f \in L_{s}^{p}$ for $0 \leq|\alpha| \leq k$.

By induction, it suffices to consider $k=1$. The essential point is that the functions $\sigma_{j}(x, \xi)=$ $\sigma_{j}(\xi)=2 \pi i \xi_{j}\left(1+|\xi|^{2}\right)^{-1 / 2}$ are symbols of order 0 , so the associated operators $\partial_{j} \Lambda^{-1}=\Lambda^{-1} \partial_{j}$ are bounded on $L^{p}$; also, $\Lambda^{-1}$ itself is of order -1 , which is even better, so it is also bounded on $L^{p}$. Thus, if $f \in L_{s+1}^{p}$, then $\Lambda^{s+1} f \in L^{p}$, hence $\Lambda^{s} \partial_{j} f=\left(\partial_{j} \Lambda^{-1}\right) \Lambda^{s+1} f \in L^{p}$ and $\Lambda^{s} f=\Lambda^{-1} \Lambda^{s+1} f \in L^{p}$, hence $f$ and $\partial_{j} f$ are in $L_{s}^{p}$. Conversely, if $f$ and $\partial_{j} f$ are in $L_{s}^{p}$, then $\Lambda^{s} f$ and $\Lambda^{s} \partial_{j} f$ are in $L^{p}$, and hence so is

$$
\Lambda^{-1} \Lambda^{s} f-\frac{1}{4 \pi^{2}} \sum\left(\Lambda^{-1} \partial_{j}\right)\left(\Lambda^{s} \partial_{j} f\right)=\Lambda^{s-1}\left[I-\frac{1}{4 \pi^{2}} \sum \partial_{j}^{2}\right] f=\Lambda^{s-1} \Lambda^{2} f=\Lambda^{s+1} f
$$

so $f \in L_{s+1}^{p}$.

## 8. $H^{p}$ Spaces: the Real-Variable Theory

The theory of $H^{p}$ spaces on the disc has an obvious analogue on the upper half-plane $\mathbb{U}=\left\{(x, y) \in \mathbb{R}^{2}: y>0\right\}$. To wit, one has the Hardy spaces

$$
H^{p}(\mathbb{U})=\left\{F \text { holomorphic on } \mathbb{U}: \sup _{y>0} \int_{\mathbb{R}}|F(x+i y)|^{p} d x<\infty\right\} \quad(0<p<\infty)
$$

and many results on $H^{p}(\mathbb{D})$ carry over to $H^{p}(\mathbb{U})$ with obvious modifications. For example, nontangential convergence works much the same way, a nontangential approach region of a point $\left(x_{0}, 0\right)$ on the real axis now being simply a cone $\left\{(x, y):\left|x-x_{0}\right|<c y\right\}$. Moreover, if $f \in L^{p}(\mathbb{R})$ $(1 \leq p \leq \infty), f$ has a harmonic extension $u$ to $\mathbb{U}$ such that $u(\cdot, y) \in L^{p}$ for each $y>0$, given by the Poisson integral.

This last fact generalizes immediately to functions on $\mathbb{R}^{n}$ : the Poisson integral of an $f \in L^{p}\left(\mathbb{R}^{n}\right)$ is a harmonic function on $\mathbb{R}_{+}^{n+1}$. However, as in $\S 1$, we denote the extra coordinate on $\mathbb{R}_{+}^{n+1}$ by $t$ rather than $y$ and write it first; that is, $\mathbb{R}_{+}^{n+1}$ is taken to consist of points $(t, x)$ with $t>0$ and $x \in \mathbb{R}^{n}$. For future reference we note that the Poisson kernel $P_{t}$ defined by (5) satisfies $\int P_{t}=\left\|P_{t}\right\|_{1}=1$ for all $t$, so that $\left\|f * P_{t}\right\|_{p} \leq\|f\|_{p}$.

One possibility for generalizing $H^{p}$ spaces to higher dimensions is to study functions of several complex variables on appropriate domains in $\mathbb{C}^{n}$; see, for example, Stein-Weiss [87, Chapter III]. Our concern here is with a different one that focuses instead on harmonic functions that satisfy appropriate analogues of the Cauchy-Riemann equations. To achieve the right orientation, recall that $F=u+i v$ is holomorphic on a domain in $\mathbb{C}$ if and only if $(u, v)$ satisfies $u_{x}=v_{y}$ and $v_{x}+u_{y}=0$. The first of these equations says that $(v, u)$ is the gradient of a function $U$, and the second one then says that $U$ is harmonic.

With this in mind, in 1960 Stein and Guido Weiss [86] considered $(n+1)$-tuples $\left(u_{0}, \ldots, u_{n}\right)$ of harmonic functions on $\mathbb{R}_{+}^{n+1}$ that satisfy the generalized Cauchy-Riemann equations

$$
\begin{equation*}
\frac{\partial u_{j}}{\partial x_{k}}=\frac{\partial u_{k}}{\partial x_{j}} \text { for } 0 \leq j, k \leq n, \quad \frac{\partial u_{0}}{\partial x_{0}}+\cdots+\frac{\partial u_{n}}{\partial x_{n}}=0, \tag{30}
\end{equation*}
$$

where we have written the coordinates on $\mathbb{R}_{+}^{n+1}$ as $\left(x_{0}, \ldots, x_{n}\right)$ instead of $(t, x)=\left(t, x_{1}, \ldots, x_{n}\right)$. Again, (30) is equivalent to the condition $\left(u_{0}, \ldots, u_{n}\right)=\nabla U$ where $U$ is harmonic. Stein and Weiss defined a Hardy space that we shall denote by $H_{\text {harm }}^{p}\left(\mathbb{R}_{+}^{n+1}\right)$ for $(n-1) / n<p<\infty$ to be the set of all $\left(u_{0}, \ldots, u_{n}\right)$ that satisfy (30) and

$$
\begin{equation*}
\sup _{t>0} \int_{\mathbb{R}^{n}}\left(\left|u_{0}(t, x)\right|^{2}+\cdots+\left|u_{n}(t, x)\right|^{2}\right)^{p / 2} d x<\infty . \tag{31}
\end{equation*}
$$

The restriction $p>(n-1) / n$ is necessary to obtain a satisfactory theory; in a nutshell, the reason is that this is the range of $p$ for which the integrand in (31) is subharmonic. The theory can be extended to all $p>0$ by considering systems of harmonic functions satisfying more complicated generalizations of the Cauchy-Riemann equations. We shall refer briefly to the resulting $H^{p}$ spaces in the sequel without going into any detail; see [87, Chapter VI] for more information.

If $\left(u_{0}, \ldots, u_{n}\right) \in H_{\text {harm }}^{p}\left(\mathbb{R}_{+}^{n+1}\right)$, as $t \rightarrow 0 u_{j}(t, \cdot)$ converges in the topology of tempered distributions to an $f_{j} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ whose behavior at infinity is sufficiently tame that it can be convolved wtih the Poisson kernel, and $u_{j}$ can be recovered from $f_{j}$ by the Poisson integral: $u_{j}(t, \cdot)=P_{t} * f_{j}$. Moreover, as in the case $n=1, u_{1}, \cdots, u_{n}$ (or $f_{1}, \cdots, f_{n}$ ) are completely determined by $u_{0}$ (or $f_{0}$ ) via the most straightforward generalization of the Hilbert transform, the Riesz transforms: ${ }^{3}$

$$
\begin{equation*}
\left[R_{j} f\right\rceil(\xi)=\frac{\xi_{j}}{i|\xi|} \widehat{f}(\xi .) \tag{32}
\end{equation*}
$$

This is easily seen formally: if $\left(u_{0}, \ldots, u_{n}\right)=\nabla U$ and $U(t, \cdot)=P_{t} * f$, then by (6), $\widehat{U}(t, \xi)$ $=e^{-2 \pi t|\xi|} \widehat{f}(\xi)$, so $\widehat{u}_{0}(t, \xi)=-2 \pi|\xi| e^{-2 \pi t|\xi|} \widehat{f}(\xi)$ and $\widehat{u}_{j}(t, \xi)=2 \pi i \xi_{j} e^{-2 \pi t|\xi|} \widehat{f}(\xi)$ for $j>0$.

[^2]Hence, for $j>0, u_{j}(t, \cdot)=R_{j} u_{0}(t, \cdot)$, and in the limit as $t \rightarrow 0, f_{j}=R_{j} f_{0}$. (Making this into a rigorous argument is straightforward.) In short, for $p>(n-1) / n, H_{\mathrm{harm}}^{p}\left(\mathbb{R}_{+}^{n+1}\right)$ can be identified via the correspondence $\left(u_{0}, \ldots, u_{n}\right) \leftrightarrow f_{0}$ with a space of distributions on $\mathbb{R}^{n}$ that we denote by $H^{p}\left(\mathbb{R}^{n}\right):$

$$
\begin{align*}
& H^{p}\left(\mathbb{R}^{n}\right)=\left\{f_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right):\left(u_{0}, \ldots, u_{n}\right) \in H_{\mathrm{harm}}^{p}\left(\mathbb{R}_{+}^{n+1}\right),\right. \text { where }  \tag{33}\\
&\left.u_{0}(t, \cdot)=P_{t} * f_{0} \text { and } u_{j}(t, \cdot)=R_{j} u_{0}(t, \cdot) \text { for } j>0\right\} .
\end{align*}
$$

For $0<p \leq(n-1) / n, H^{p}\left(\mathbb{R}^{n}\right)$ may be defined as a space of distributions in a similar but more complicated way.

When $p \geq 1$ we can say more. The Riesz transforms are Calderón-Zygmund singular integral operators, so they are bounded on $L^{p}$ for $p>1$; hence, in this case, $H^{p}\left(\mathbb{R}^{n}\right)$ is nothing but $L^{p}\left(\mathbb{R}^{n}\right)$. For $p=1$ there is an analogue of the F . and M . Riesz theorem: if $\left(u_{0}, \ldots, u_{n}\right) \in H_{\text {harm }}^{1}\left(\mathbb{R}_{+}^{n+1}\right)$, then $u_{0}, \ldots u_{n}$ are the Poisson integrals of functions $f_{1}, \ldots, f_{n} \in L^{1}\left(\mathbb{R}^{n}\right)$. Hence,

$$
\begin{equation*}
H^{1}\left(\mathbb{R}^{n}\right)=\left\{f \in L^{1}\left(\mathbb{R}^{n}\right): R_{j} f \in L^{1}\left(\mathbb{R}^{n}\right) \text { for } j=1, \ldots, n\right\} \tag{34}
\end{equation*}
$$

In both these cases the convergence of $u_{j}(t, \cdot)$ to its boundary function $f_{j}$ takes place in the $L^{p}$ norm and pointwise a.e. (For a single harmonic function $u$ on $\mathbb{R}_{+}^{n+1}$ that satisfies $\sup _{t>0} \int|u(t, x)|^{p} d x$ $<\infty, u$ is the Poisson integral of an $L^{p}$ function if $p>1$, but in general it is only the Poisson integral of a measure if $p=1$.)

The next ingredient in $H^{p}$ theory comes from a different direction, a 1961 paper of Fritz John and Louis Nirenberg [41] that put the spotlight on functions of "bounded mean oscillation." With notation and terminology concerning cubes and mean values as in $\S 7$, we define

$$
\begin{equation*}
\operatorname{BMO}\left(\mathbb{R}^{n}\right)=\left\{f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right):\|f\|_{\mathrm{BMO}} \equiv \sup _{Q} m_{Q}\left(\left|f-m_{Q} f\right|\right)<\infty\right\} \tag{35}
\end{equation*}
$$

the supremum being taken over all cubes in $\mathbb{R}^{n}$. (Note that $L^{\infty}\left(\mathbb{R}^{n}\right) \subset \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ ). If instead one fixes a cube $Q_{0}$, takes $f \in L^{1}\left(Q_{0}\right)$, and takes the supremum only over cubes $Q \subset Q_{0}$, one obtains the space $\mathrm{BMO}\left(Q_{0}\right)$. John and Nirenberg's main result is that there are constants $B, b>0$ depending only on $n$ such that if $f \in \operatorname{BMO}\left(Q_{0}\right)$, then

$$
\left|\left\{x:\left|f(x)-m_{Q_{0}} f\right|>\alpha\right\}\right| \leq B \exp \left(-b \alpha /\|f\|_{\mathrm{BMO}\left(Q_{0}\right)}\right),
$$

which implies in particular that $f \in L^{p}\left(Q_{0}\right)$ for all $p<\infty$. This result was immediately applied by John and by Jürgen Moser to problems in partial differential equations.

For our purposes, however, the important point is that $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ becomes a Banach space with norm $\|\cdot\|_{\text {BMO }}$ after one identifies functions that are equal a.e. and functions that differ by a constant, and we have Charles Fefferman's duality theorem (announced in [20], proved in detail in [22]):

Theorem 21 (C. Fefferman, 1971)- $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ is the dual space of $H^{1}\left(\mathbb{R}^{n}\right)$.
The meaning of this is as follows. First note that if $f \in H^{1}\left(\mathbb{R}^{n}\right)$ then $\int f=0$, for by (35), $\left(R_{j} f\right)^{\prime}(\xi)$ must be continuous, but by (32), this cannot be true at $\xi=0$ unless $\widehat{f}(0)=\int f=0$. If $f$ is $C^{\infty}$ with compact support and $\int f=0$, then $f \in H^{1}\left(\mathbb{R}^{n}\right)$, and the set of all such $f$ is dense in $H^{1}\left(\mathbb{R}^{n}\right)$. If $\phi \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$, moreover, for such $f$ the integral $\int f \phi$ is well defined and unaffected if a constant is added to $\phi$. Fefferman's theorem says that (i) the map $f \mapsto \int f \phi$ extends to a bounded linear functional on $H^{1}\left(\mathbb{R}^{n}\right)$, (ii) the norm of this functional (taking the norm on $H^{1}\left(\mathbb{R}^{n}\right)$ to be $\|f\|_{1}+\sum\left\|R_{j} f\right\|_{1}$ ) is equivalent to $\|\phi\|_{\mathrm{BMO}}$, and (iii) every such functional arises in this way.

The final liberation of $H^{p}$ spaces from analytic function theory came from their characterization in terms of maximal functions. The first step was Hardy and Littlewood's result (Theorem 12(c) in this paper) that the nontangential maximal function of an $F \in H^{p}(\mathbb{D})$ is in $L^{p}$ for all $p>0$; the analogous result for $H^{p}(\mathbb{U})$ is also valid. Forty years elapsed before Donald Burkholder, Richard Gundy, and Martin Silverstein [2] completed this picture by proving the converse, using ideas from probability theory:

Theorem 22 (Burkholder-Gundy-Silverstein, 1971) — If u is a real-valued harmonic function on $\mathbb{D}$ or $\mathbb{U}$ whose nontangential maximal function $u^{*}$ is in $L^{p}(0<p<\infty)$, then $u$ is the real part of a holomorphic function in $H^{p}(\mathbb{D})$ or $H^{p}(\mathbb{U})$.

Here $u^{*}$ is defined by (15) with $c=1$ for functions on $\mathbb{D}$; for functions on $\mathbb{R}_{+}^{n+1}$ (recalling that $\mathbb{R}_{+}^{2}$ is $\mathbb{U}$ with the variables switched),

$$
\begin{equation*}
u^{*}(x)=\sup _{|y-x|<t<\infty}|u(t, y)| . \tag{36}
\end{equation*}
$$

Theorem 22 - and the following Theorem 23 - are still valid if $u^{*}$ is replaced by $u_{c}^{*}$, defined by (36) with the condition $|y-x|<t$ replaced by $|y-x|<c t$. We take $c=1$ for simplicity.

With Theorem 22 in hand, it did not take Fefferman and Stein [22] long to establish the analogous result in $n$ variables, and to go even further by showing that the Poisson integral could be replaced by general smooth approximate identities. To explain this, we need some notation.

First, if $\phi \in L^{1}\left(\mathbb{R}^{n}\right)$, we set

$$
\phi_{t}(x)=t^{-n} \phi\left(t^{-1} x\right) \quad(t>0 .)
$$

(Thus the mass of $\phi_{t}$ concentrates at the origin as $t \rightarrow 0$, and the factor $t^{-n}$ makes $\int \phi_{t}$ independent of $t$. Observe that this notation is consistent with the definition (4) of the Poisson kernel $P_{t}$ if we take $P=P_{1}$.) We recall that if $\int \phi=1$, then as $t \rightarrow 0, \phi_{t} * f \rightarrow f$ in the $L^{p}$ norm and pointwise a.e. for any $f \in L^{p}$; moreover, if $\phi \in \mathcal{S}$, then $\phi_{t} * f \rightarrow f$ in the topology of $\mathcal{S}$ or $\mathcal{S}^{\prime}$ for any $f$ in $\mathcal{S}$ or $\mathcal{S}^{\prime}$. For $\phi \in \mathcal{S}$ and $f \in \mathcal{S}^{\prime}$, we introduce the following radial and nontangential maximal functions:

$$
M_{\phi}^{+} f(x)=\sup _{t>0}\left|\phi_{t} * f(x)\right|, \quad M_{\phi}^{*} f(x)=\sup _{|y-x|<t<\infty}\left|\phi_{t} * f(y)\right| .
$$

(Again, the condition $|y-x|<t$ could be replaced by $|y-x|<c t, c>0$.)
Second, we introduce an enlargement of $\mathcal{S}$ that includes the Poisson kernel,

$$
\mathcal{P}=\left\{\phi \in C^{\infty}\left(\mathbb{R}^{n}\right):\left|\partial^{\alpha} \phi(x)\right| \leq C_{\alpha}(1+|x|)^{-n-1-|\alpha|} \text { for all multi-indices } \alpha\right\},
$$

and a certain bounded subset of $\mathcal{S}$,

$$
\mathcal{A}=\left\{\phi \in \mathcal{S}:|\phi(x)| \leq(1+|x|)^{-n-1} \text { and }|\nabla \phi(x)| \leq(1+|x|)^{-n-1}\right\}
$$

(note that there are no unspecified constants in these inequalities).
Theorem 23 (Fefferman-Stein, 1972) - Suppose $(n-1) / n<p<\infty$. For $f \in \mathcal{S}^{\prime}$, the following are equivalent:
(a) $M_{\phi}^{+} f \in L^{p}$ for some $\phi \in \mathcal{S}$ with $\int \phi=1$.
(b) $M_{\phi}^{*} f \in L^{p}$ for some $\phi \in \mathcal{S}$ with $\int \phi=1$.
(c) $M_{\phi}^{*} \in L^{p}$ for all $\phi \in \mathcal{S}$, and in fact $\sup _{\phi \in \mathcal{A}} M_{\phi}^{*} f \in L^{p}$.
(d) $f$ extends to a bounded functional on $\mathcal{P}$, so that its Poisson integral $u(t, \cdot)=P_{t} * f$ is well defined, and $u^{*} \in L^{p}$.
(e) $f \in H^{p}\left(\mathbb{R}^{n}\right)$ as defined in (33).

These equivalences remain valid for all $p>0$, except that in (c) $\mathcal{A}$ must be redefined, depending on the value of $p$, to involve stronger bounds on $\phi$ and its derivatives up to a certain order, and in (e) $H^{p}\left(\mathbb{R}^{n}\right)$ must be redefined as indicated after (33).

With this theorem in hand, the real-variable $H^{p}$ space is now understood to be the space of all tempered distributions on $\mathbb{R}^{n}$ that satisfy the equivalent conditions (a)-(c), which no longer have anything to do with harmonic or holomorphic functions. Instead, it is a significant extension of the class of $L^{p}$ spaces from the range $1<p<\infty$ the full range $0<p<\infty$, including a modification of
$L^{1}$ that turns out to have better properties than $L^{1}$ itself in many respects. For one thing, as Fefferman and Stein showed in [22], singular integral operators of the sort discussed in Theorem 19 are bounded on $H^{1}$, and hence they also extend to bounded operators on BMO; this is a useful substitute for $L^{p}$ boundedness in these two exceptional cases.

There is another important real-variable characterization of $H^{p}\left(\mathbb{R}^{n}\right)$ for $p \leq 1$, the "atomic decomposition". A p-atom is a bounded function $a$ that is supported in a cube $Q$ and satisfies (i) $\|a\|_{\infty} \leq|Q|^{-1 / p}$ and (ii) $\int x^{\alpha} a(x) d x=0$ for all multi-indices $\alpha$ with $|\alpha| \leq n\left(p^{-1}-1\right)$. It is easy to verify that $p$-atoms belong to $H^{p}$; more generally, if $f=\sum c_{j} a_{j}$ (convergence in $\mathcal{S}^{\prime}$ ) where the $a_{j}$ 's are $p$-atoms and the $c_{j}$ 's are positive numbers with $\sum c_{j}^{p}<\infty$, then $f \in H^{p}$. Conversely, every $f \in H^{p}$ can be represented this way. The latter result, due to R. Coifman [9] when $n=1$ and to R. H. Latter [50] in general, takes some work to prove, using a variant of the decomposition $f=g+\sum b_{j}$ in the proof of Theorem 19.

See [84] for more about real-variable $H^{p}$ spaces on $\mathbb{R}^{n}$. Like the theory of singular integrals, this theory has been extended from the original setting of $\mathbb{R}^{n}$ with its standard translations and dilations to a number of other situations. See Coifman-Weiss [11], Folland-Stein [32], and the references given in these works.

## 9. Singular Integrals Revisited

As we have pointed out, the Calderón-Zygmund machine yields $L^{p}$ boundedness of a large collection of singular integral operators in a wide variety of contexts, provided that $L^{2}$ boundedness is known to begin with. In the original setting and its immediate generalizations, the Fourier transform is the essential tool for reaching that starting point. In other situations, however, the Fourier transform may be unavailable or ineffective, and one needs to find other methods.

The single most powerful tool for this purpose is a functional-analytic proposition that was proved independently by Stein and Mischa Cotlar in the late 1960s (see [43]). It concerns estimates for a sum $\sum T_{j}$ of bounded operators on a Hilbert space $\mathcal{H}$, given that $\left\|T_{j}\right\| \leq M<\infty$ for all $j$. Of course, all one can say in general is that $\left\|\sum_{1}^{n} T_{j}\right\| \leq n M$. But suppose there are two sequences of mutually orthogonal subspaces of $\mathcal{H},\left\{\mathfrak{X}_{j}\right\}$ and $\left\{\mathcal{Y}_{j}\right\}$, such that $T_{j}$ maps $\mathfrak{X}_{j}$ into $\mathcal{Y}_{j}$ and $T_{j}=0$ on $\mathfrak{X} \dot{j}$. Then, denoting the orthogonal projection of $x \in \mathcal{H}$ onto $\mathfrak{X}_{j}$ by $x_{j}$ and applying the Pythagorean theorem first on $\bigoplus \mathcal{Y}_{j}$ and then on $\bigoplus \mathfrak{X}_{j}$ we see that

$$
\left\|\sum T_{j} x\right\|^{2}=\left\|\sum T_{j} x_{j}\right\|^{2}=\sum\left\|T_{j} x_{j}\right\|^{2} \leq M^{2} \sum\left\|x_{j}\right\|^{2} \leq M^{2}\|x\|^{2}
$$

so $\left\|\sum T_{j}\right\| \leq M$. The above conditions on the $T_{j}$ 's are equivalent to the conditions $T_{i}^{*} T_{j}=0$
$=T_{i} T_{j}^{*}$ for all $i, j$ (verifying this is an amusing exercise), and the idea of the Cotlar-Stein lemma is that the conclusion remains true (with a small modification) if these equations are only approximately valid.

Lemma 24 (Cotlar, Stein; 1969) - Suppose that $\left\{T_{j}\right\}_{1}^{\infty}$ is a sequence of bounded operators on a Hilbert space $\mathcal{H}$ and there is a function $\phi: \mathbb{Z} \rightarrow(0, \infty)$ such that (i) $\left\|T_{i}^{*} T_{j}\right\| \leq \phi(i-j)^{2}$ and $\left\|T_{i} T_{j}^{*}\right\| \leq \phi(i-j)^{2}$ for all $i, j$ (in particular, $\left\|T_{j}\right\|=\left\|T_{j}^{*} T_{j}\right\|^{1 / 2} \leq \phi(0)$ for all $j$ ) and (ii) $\sum_{-\infty}^{\infty} \phi(k)=A<\infty$. Then $\left\|\sum_{1}^{n} T_{j}\right\| \leq A$ for all $n$.

Stein's proof of this result, which originally appeared in Knapp-Stein [44] and may also be found in [27] and [84] among other places, is a delight; the reader who is not familiar with it will be well rewarded by spending a few minutes learning it.

The Cotlar-Stein lemma is typically applied to integral operators by breaking the integral kernel up into a sum of small pieces. For example, one can prove the $L^{2}$ boundedness of the operators $T_{K}$ in Theorem 19 by writing $K=\sum_{-\infty}^{\infty} K_{j}$, where $K_{j}(x)=K(x)$ if $2^{j} \leq|x|<2^{j+1}$ and $K_{j}(x)=0$ otherwise. In fact, the first application of the lemma was to an analogue of these operators in a noncommutative setting, as we shall discuss in $\S 11$.

Another early application was to the $L^{2}$ theory of generalized pseudo-differential operators. We recall that classical pseudo-differential operators are operators of the form (28) where the symbol $\sigma$ satisfies (29). More generally, for $m \in \mathbb{R}$ and $0 \leq \delta \leq \rho \leq 1$ one defines the symbol class $S_{\rho, \delta}^{m}$ to be the set of $C^{\infty}$ functions $\sigma$ on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ that satisfy

$$
\begin{equation*}
\left|\partial_{\xi}^{\alpha} \partial_{x}^{\beta} \sigma(x, \xi)\right| \leq C_{\alpha, \beta}(1+|\xi|)^{m-\rho|\alpha|+\delta|\beta|} . \tag{37}
\end{equation*}
$$

When $\rho>\delta$, the $L^{2}$ theory works much the same way as in the classical case $\rho=1, \delta=0$, but there are interesting operators with symbols in the borderline classes with $\rho=\delta$. Calderón and Rémi Vaillancourt [3] used the Cotlar-Stein lemma (or rather an easy generalization of it where the sum $\sum T_{j}$ is replaced by an integral $\int T_{\lambda} d \mu(\lambda)$ ) to prove:

Theorem 25 (Calderón-Vaillancourt, 1972) - If T is given by (28) with symbol $\sigma \in S_{\rho, \rho}^{0}(0 \leq$ $\rho<1$ ), then $T$ is bounded on $L^{2}$.

Somewhat different proofs, which apply the lemma in its original form by using a partition of unity to break the symbol $\sigma(x, \xi)$ into a sum of symbols supported in the regions where $2^{j-1}<|\xi|<$ $2^{j+2}$, can be found in [27] and [84].

Operators with symbols in $S_{\rho, \delta}^{0}$ have integral kernels of Calderón-Zygmund type - that is, satisfying estimates of the form (25) - only when $\rho=1$; for $\rho<1$ they are generally not bounded on
$L^{p}$ for $p \neq 2$. On the other hand, operators with symbols in $S_{1, \delta}^{0}$ do have Calderón-Zygmund kernels, even for the extreme case $\delta=1$; but in that extreme case they are generally not bounded on $L^{2}$ (and hence the $L^{p}$ theory also breaks down). See [84, Chapter VII].

In 1984 Guy David and Jean-Lin Journé [15] achieved what one might call the apotheosis of Calderón-Zygmund theory with their " $T(1)$ theorem." To state it we need some terminology. Suppose $T$ is a continuous linear map from $\mathcal{S}$ to $\mathcal{S}^{\prime}$; thus $\langle T u, v\rangle$ is well defined for $u, v \in \mathcal{S}$, where $\langle\cdot, \cdot\rangle$ denotes the pairing of $\mathcal{S}^{\prime}$ with $\mathcal{S}$. We say that $T$ is weakly bounded if there is a constant $C>0$ and an integer $K \geq 0$ such that, for all $r>0,|\langle T u, v\rangle| \leq C r^{n}$ whenever $u$ and $v$ are supported in a cube of side length $r$ and $\left|\partial^{\alpha} u\right|,\left|\partial^{\alpha} v\right| \leq r^{-|\alpha|}$ for $|\alpha| \leq K$. (This condition on $u$ and $v$ is invariant under dilations.)

Three important observations: First, if $T$ is bounded on $L^{2}$ then $T$ is weakly bounded, with $C=\|T\|_{L^{2} \rightarrow L^{2}}$ and $K=0$; but weak boundedness is a much weaker and more easily verified condition. Second, if $T$ is weakly bounded, $T$ extends continuously to a map from $C_{c}^{K}$ (the space of $C^{K}$ functions of compact support, with $K$ as in the preceding definition) to its dual. Third, if $T$ is weakly bounded, then so is its adjoint $T^{*}$ defined by $\left\langle T^{*} u, v\right\rangle=\langle T v, u\rangle$.

Next, a standard kernel is a continuous function $K$ on $\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: x \neq y\right\}$ that satisfies, for some $C, \delta>0$,

$$
\begin{gather*}
|K(x, y)| \leq C|x-y|^{-n} \\
\left|K(x, y)-K\left(x^{\prime}, y\right)\right|+\left|K(y, x)-K\left(y, x^{\prime}\right)\right| \leq C \frac{\left|x-x^{\prime}\right|^{\delta}}{|x-y|^{n+\delta}} \text { when }\left|x-x^{\prime}\right|<\frac{1}{2}|x-y| \tag{38}
\end{gather*}
$$

The map $T: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ is said to be associated to the kernel $K$ if, for any $u \in \mathcal{S}$, the distribution $T u$ agrees with the function $x \mapsto \int K(x, y) u(y) d y$ on the complement of the support of $u$. Note that in this case, the adjoint $T^{*}$ is associated to the kernel $K^{*}(x, y)=K(y, x)$, which is also standard.

We shall call an operator $T: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ that is weakly bounded and associated to a standard kernel a weak Calderón-Zygmund operator. If, in addition, $T$ is bounded on $L^{2}$, and hence bounded on $L^{p}$ for $1<p<\infty$, we shall call $T$ a Calderón-Zygmund operator.

If $T$ is a weak Calderón-Zygmund operator, there is a natural way to define $T f$ for any bounded $C^{\infty}$ function $f$ as a linear functional on the space $\mathfrak{X}=\left\{u \in C_{c}^{\infty}: \int u=0\right\}$. Indeed, given such a $u$ supported in $\{x:|x| \leq R\}$, pick $\phi \in C_{c}^{\infty}$ with $\phi(x)=1$ for $|x| \leq 2 R$ and write $f_{1}=\phi f$, $f_{2}=(1-\phi) f$. Then $f_{1} \in \mathcal{S}$, so $\left\langle T f_{1}, u\right\rangle$ is well defined. On the other hand, since $\int u=0$ we have

$$
\begin{gathered}
\int K(x, y) u(x) d x=\int[K(x, y)-K(0, y)] u(x) d x \text { for }|y|>2 R, \text { so we may define } \\
\left\langle T f_{2}, u\right\rangle=\iint[K(x, y)-K(0, y)] f_{2}(y) u(x) d y d x
\end{gathered}
$$

the latter integral being absolutely convergent in view of (38). We then set $T f=T f_{1}+T f_{2}$; it is easy to check that this is independent of the choice of $\phi$. Finally, noting that $\mathfrak{X}$ is dense in $H^{1}\left(\mathbb{R}^{n}\right)$, we say that $T f \in \mathrm{BMO}$ if the functional $T f$ extends to a bounded functional on $H^{1}\left(\mathbb{R}^{n}\right)$.

Theorem 26 (David-Journé, 1984) - Suppose $T: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ is a weak Calderón-Zygmund operator. Then $T$ is a Caldeón-Zygmund operator if and only if $T(1) \in \mathrm{BMO}$ and $T^{*}(1) \in \mathrm{BMO}$.

The proof in [15] (see also [84]) consists of using some auxiliary operators to reduce to the case where $T(1)=T^{*}(1)=0$ and then using the Cotlar-Stein lemma. There is now an alternative proof of both of these steps using wavelets, which we shall sketch in $\S 12$.

As a simple application, consider a pseudo-differential operator $T$ whose symbol $\sigma$ belongs to the class $S_{1,1}^{0}$ as in (37). As we noted earlier, $T$ is associated to a standard kernel, and it is easily seen to be weakly bounded. Moreover, one can read off $T(1)$ directly from (28):
$T(1)(x)=\int e^{2 \pi i \xi \cdot x} \sigma(x, \xi) \delta(\xi) d \xi=\sigma(x, 0)$, which is a bounded function. Hence:
Corollary 27 - Suppose $T$ is a pseudo-differential operator with symbol in $S_{1,1}^{0}$.
(a) $T$ is bounded on $L^{2}$ if and only if $T^{*}(1) \in \mathrm{BMO}$.
(b) If $T^{*}$ is also a pseudo-differential operator with symbol in $S_{1,1}^{0}$, then $T$ is bounded on $L^{2}$.

The theory of singular integrals has been further extended in a number of significant directions, motivated by problems in partial differential equations and other areas of analysis; here we can only sketch a couple of the main ideas.

First, one can consider operators that resemble Calderón-Zygmund singular integrals but involve integration over lower-dimensional manifolds. The first such operators to receive intensive study by Stein, Stephen Wainger, and others in the 1970s; see the survey paper [85] — were the Hilbert transforms on curves:

$$
T f(x)=\int_{-1}^{1} f(x-\gamma(t)) \frac{d t}{t}
$$

where $f$ is a function on $\mathbb{R}^{n}$ and $\gamma:[-1,1] \rightarrow \mathbb{R}^{n}$ is a smooth curve with $\gamma(0)=0$. The operators involving integration over higher-dimensional manifolds are known as singular Radon transforms: they have the form

$$
T f(x)=\int_{M_{x}} K(x, y) f(y) d \sigma(y)
$$

where $M_{x}$ is a smooth $k$-dimensional submanifold of $\mathbb{R}^{n}$ containing $x$ and varying smoothly in $x$, $K(x, \cdot)$ is a kernel of Calderón-Zygmund type on $M_{x}$ with singularity at $x$, and $\sigma$ is surface measure on $M_{x}$. The validity (or not) of $L^{p}$ estimates for these operators turns out to depend strongly on curvature properties of the curve $\gamma$ or the manifolds $M_{x}$. This theory was developed for the hypersurface case $(k=n-1)$ by D. H. Phong and Stein $[65,66]$, and in general by Michael Christ, Alexander Nagel, Stein, and Wainger [8]. We note that the proofs of the $L^{2}$ estimates in [65] and [66] use the Calderón-Vaillancourt theorem and the $T(1)$ theorem, respectively; the proof in [8] uses the Cotlar-Stein lemma directly.

Second, one can consider "multi-parameter" singular integrals, where the underlying geometry involves not the usual dilations $x \mapsto r x$ on $\mathbb{R}^{n}$ but a multi-parameter family of dilations. The most basic examples are convolution operators $T f=f * K$ on $\mathbb{R}^{n} \times \mathbb{R}^{m}$ where $K(x, y)$ is homogeneous (or approximately homogeneous) of degree $-n$ in $x$ and of degree $-m$ in $y$ and has an appropriate "mean-zero" property. Note that this entails $K$ being singular not just at the origin but on the whole subspaces $x=0$ and $y=0$. When $K(x, y)=K_{1}(x) K_{2}(y)$ where $K_{1}$ and $K_{2}$ are CalderónZygmund kernels on $\mathbb{R}^{n}$ and $\mathbb{R}^{m}, L^{p}$ estimates follow easily from the classical theory, but the general case requires other techniques. In this setting the theory is due to Robert Fefferman and Stein [23], and a number of generalizations and variants have been developed since, including "multi-parameter singular Radon transforms"; see Street [89] for a comprehensive account as well as references to the literature.

## 10. Littlewood-Paley Theory

We now return to the theorems of Littlewood and Paley that we alluded to in $\S 4$. They were announced in 1931 in [53], but the full proofs did not appear until 1936 in [54]. (Paley died in a skiing accident in 1933, at the age of 26.) The main goal is the following theorem, which Littlewood and Paley gave in a slightly more general form than we shall do. Given a function $f$ on $\mathbb{T}$ with Fourier series $\sum_{-\infty}^{\infty} c_{k} e^{i k \theta}$, let

$$
\begin{equation*}
\Delta_{l}(\theta)=\sum_{2^{l-1}<|k| \leq 2^{l}} c_{k} e^{i k \theta} \tag{39}
\end{equation*}
$$

so that $\sum_{-\infty}^{\infty} c_{k} e^{i k \theta}=c_{0}+\sum_{0}^{\infty} \Delta_{l}$. For simplicity in stating the results below, we shall assume that $c_{0}\left(=\int f\right)=0$.

Theorem 28 (Littlewood-Paley, 1931) — For $1<p<\infty$ there are constants $A_{p}, B_{p}>0$ such that for all $f \in L^{p}(\mathbb{T})$ with $\int f=0$,

$$
A_{p}\|f\|_{p} \leq\left\|\left(\sum\left|\Delta_{l}\right|^{2}\right)^{1 / 2}\right\|_{p} \leq B_{p}\|f\|_{p}
$$

Corollary 29 - If $1<p<\infty, f \in L^{p}(\mathbb{T})$, and $\int f=0$, then for any sequence $\left\{\epsilon_{l}\right\}$ with $\epsilon_{l} \in\{-1,1\}$ the series $\sum \epsilon_{l} \Delta_{l}$ converges in $L^{p}(\mathbb{T})$, and its $L^{p}$ norm is comparable to $\|f\|_{p}$.

These results are of considerable interest in their own right, but what has developed into a widely applicable tool is an auxiliary function that Littlewood and Paley used in proving them, the " $g$-function." This, in its original form, pertains to Fourier series on $\mathbb{T}$ of power-series type - that is, $f(\theta)=\sum_{1}^{\infty} c_{k} e^{i k \theta}$ - and their holomorphic extensions $F(z)=\sum_{1}^{\infty} c_{k} z^{k}$. For such an $f$, we define

$$
\begin{equation*}
g_{f}(\theta)=\left(\int_{0}^{1}(1-r)\left|F^{\prime}\left(r e^{i \theta}\right)\right|^{2} d r\right)^{1 / 2} \tag{40}
\end{equation*}
$$

and we have
Theorem 30 (Littlewood-Paley, 1931) - For $1<p<\infty$ there are constants $A_{p}, B_{p}>0$ such that $A_{p}\|f\|_{p} \leq\left\|g_{f}\right\|_{p} \leq B_{p}\|f\|_{p}$ for all $f \in L^{p}(\mathbb{T})$ whose Fourier coefficients $c_{k}$ vanish for $k \leq 0$.
(The assumption $c_{0}=0$ is clearly appropriate here since $c_{0}$ disappears in passing from $F$ to $F^{\prime}$.)
As explained in [53], there is a simple heuristic argument that leads from the function $\left(\sum\left|\Delta_{l}\right|^{2}\right)^{1 / 2}$ in Theorem 28 to the function $g_{f}$. The basic intuition is that the partial sum $\sum_{1}^{n} a_{k}$ of a series behaves like the Abel mean $\sum_{1}^{\infty} a_{k} r^{k}$ with $r=1-(1 / n)$. Granting this, since $\Delta_{l}$ is the difference between the $2^{l}$ th and the $2^{l-1}$ th partial sums of the Fourier series of $f$, one has

$$
\Delta_{l}(\theta) \approx F\left(\left(1-2^{-l}\right) e^{i \theta}\right)-F\left(\left(1-2^{1-l}\right) e^{i \theta}\right)=\int_{1-2^{1-l}}^{1-2^{-l}} F^{\prime}\left(r e^{i \theta}\right) d r,
$$

and hence $\left(\right.$ since $\left.\left(1-2^{-l}\right)-\left(1-2^{1-l}\right)=2^{-l}\right)$

$$
\begin{aligned}
\sum\left|\Delta_{l}\right|^{2} & \approx \sum\left|\int_{1-2^{1-l}}^{1-2^{-l}} F^{\prime}\left(r e^{i \theta}\right) d r\right|^{2} \leq \sum 2^{-l} \int_{1-2^{1-l}}^{1-2^{-l}}\left|F^{\prime}\left(r e^{i \theta}\right)\right|^{2} d r \\
& \approx \sum \int_{1-2^{1-l}}^{1-2^{-l}}(1-r)\left|F^{\prime}\left(r e^{i \theta}\right)\right|^{2} d r=\int_{0}^{1}(1-r)\left|F^{\prime}\left(r e^{i \theta}\right)\right|^{2} d r=g_{f}(\theta)^{2}
\end{aligned}
$$

The actual deduction in [54] of Theorem 28 from Theorem 30, however, is nowhere near as simple as this heuristic argument would suggest. It is quite convoluted and involves a partial analogue of Theorem 30 for a more complicated version (called $g_{f}^{*}$ ) of the $g$-function.

As with the theory of $H^{p}$ spaces, it was natural to seek analogues of Theorem 30 for functions on $\mathbb{R}^{n}$ rather than $\mathbb{T}$, using harmonic functions on $\mathbb{R}_{+}^{n+1}$. This theory was first developed in a 1958 paper of Stein [80], with some extensions and refinements afterward. The most straightforward analogue of the $g$-function in this setting is the following: given $f \in L^{p}\left(\mathbb{R}^{n}\right)(1 \leq p \leq \infty)$, let $u(t, \cdot)=P_{t} * f$
be its Poisson integral as in (5), and set

$$
\begin{equation*}
g_{f}(x)=\left(\int_{0}^{\infty}\left|\nabla_{t, x} u(x, t)\right|^{2} t d t\right)^{1 / 2} \tag{41}
\end{equation*}
$$

It will also be of interest to consider variants of this expression involving only $t$-derivatives of $u$ :

$$
\begin{equation*}
g_{f}^{k}(x)=\left(\int_{0}^{\infty}\left|\frac{\partial^{k} u}{\partial t^{k}}(x, t)\right|^{2} t^{2 k-1} d t\right)^{1 / 2} \quad(k=1,2,3, \ldots) \tag{42}
\end{equation*}
$$

Observe that $g_{f}^{1}$ differs from $g_{f}$ only in the substitution of $\partial u / \partial t$ for $\nabla_{t, x} u$, and that $\left(g_{f}\right)^{2}=$ $\left(g_{f}^{1}\right)^{2}+\left(\widetilde{g}_{f}\right)^{2}$ where $\widetilde{g}_{f}$ is defined by (41) with $\nabla_{t, x}$ replaced by $\nabla_{x}$. Here is the analogue of Theorem 30:

Theorem 31 - Let $G_{f}$ denote any of the functions $g_{f}$ or $g_{f}^{k}(k \geq 1)$. For $1<p<\infty$ there are constants $A_{p}, B_{p}>0$ such that $A_{p}\|f\|_{p} \leq\left\|G_{f}\right\|_{p} \leq B_{p}\|f\|_{p}$ for all $f \in L^{p}\left(\mathbb{R}^{n}\right)$. What is more, each $G_{f}$ is an isometry on $L^{2}$ up to a constant factor.

The Calderón-Zygmund technology yields a proof that is easy enough to be sketched here; see [81] for details. First, the $L^{2}$ result is an immediate corollary of the Plancherel theorem. Indeed, since $u(t, \cdot)(\xi)=e^{-2 \pi t|\xi|} \widehat{f}(\xi)$ by (6), we have

$$
\int\left|\frac{\partial u}{\partial t}(t, x)\right|^{2} d x=\int\left|\nabla_{x} u(t, x)\right|^{2} d x=\int 4 \pi^{2}|\xi|^{2} e^{-4 \pi t|\xi|}|\widehat{f}(\xi)|^{2} d \xi
$$

so since $\int_{0}^{\infty} t e^{-4 \pi t|\xi|} d t=1 / 16 \pi^{2}|\xi|^{2}$, Fubini's theorem yields $\left\|g_{f}^{1}\right\|_{2}^{2}=\left\|\widetilde{g}_{f}\right\|_{2}^{2}=\frac{1}{4}\|f\|_{2}^{2}$ and hence $\left\|g_{f}\right\|_{2}^{2}=\frac{1}{2}\|f\|_{2}^{2}$. A similar calculation shows that $\left\|g_{f}^{k}\right\|_{2}^{2}=\left[(2 k-1)!/ 4^{k}\right]\|f\|_{2}^{2}$.

The $L^{p}$ boundedness of the $g$-functions can now be obtained by a clever application of the generalization of Theorem 19 to vector-valued functions, as discussed in $\S 7$. We show how this works for $g_{f}$; the argument for $g_{f}^{k}$ is essentially the same. Let

$$
\mathcal{H}=\left\{\phi:(0, \infty) \rightarrow \mathbb{C}^{n+1}:\|\phi\|_{\mathcal{H}}^{2}=\int_{0}^{\infty}|\phi(t)|^{2} t d t<\infty\right\}
$$

For $\epsilon>0$ and $x \in \mathbb{R}^{n}$, define $K_{\epsilon}(x) \in \mathcal{H}$ by $K_{\epsilon}(x)(t)=\nabla_{t, x} P_{t+\epsilon}$. Routine estimates on the Poisson kernel and its derivatives show that $K_{\epsilon}(x)$ is indeed in $\mathcal{H}$, and that $\left\|K_{\epsilon}(x)\right\|_{\mathcal{H}} \leq C|x|^{-n}$ and $\left\|\nabla_{x} K_{\epsilon}(x)\right\|_{\mathcal{H}} \leq C|x|^{-n-1}$ with $C$ independent of $\epsilon$. Moreover, the results of the preceding paragraph imply that the operator $f \mapsto f * K_{\epsilon}$ (which maps $\mathbb{C}$-valued functions to $\mathcal{H}$-valued functions) is bounded from $L^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}, \mathcal{H}\right)$ uniformly in $\epsilon$. It follows that

$$
\left(\int\left\|f * K_{\epsilon}(x)\right\|_{\mathcal{H}}^{p}\right)^{1 / p}=\left\|f * K_{\epsilon}\right\|_{L^{p}\left(\mathbb{R}^{n}, \mathcal{H}\right)} \leq B_{p}\|f\|_{p}
$$

with $B_{p}$ independent of $\epsilon$. But $g_{f}(x)=\lim _{\epsilon \rightarrow 0}\left\|f * K_{\epsilon}(x)\right\|_{\mathcal{H}}$, so $\left\|g_{f}\right\|_{p} \leq B_{p}\|f\|_{p}$ as desired.
The reverse $L^{p}$ estimates follow from the preceding results by an easy duality argument. Here it is for $g_{f}^{1}$ : polarization of the identity $\left\|g_{f}^{1}\right\|_{2}^{2}=\frac{1}{4}\|f\|_{2}^{2}$ yields

$$
4 \int_{\mathbb{R}^{n}} \int_{0}^{\infty} \frac{\partial u_{1}}{\partial t}(t, x) \frac{\overline{\partial u_{2}}}{\partial t}(t, x) t d t d x=\int_{\mathbb{R}^{n}} f_{1}(x) \overline{f_{2}(x)} d x
$$

so by the Cauchy-Schwarz inequality (in $t$ ) and Hölder's inequality (in $x$ ),

$$
\left|\int f_{1}(x) \overline{f_{2}(x)} d x\right| \leq 4 \int g_{f_{1}}^{1}(x) g_{f_{2}}^{1}(x) d x \leq 4\left\|g_{f_{1}}^{1}\right\|_{p}\left\|g_{f_{2}}^{1}\right\|_{q},
$$

where $p$ and $q$ are conjugates. Taking the supremum over all $f_{2}$ with $\left\|f_{2}\right\|_{q} \leq 1$, for $q$ (and hence $p$ ) in $(1, \infty)$, we obtain $\left\|f_{1}\right\|_{p} \leq 4 B_{q}\left\|g_{f_{1}}\right\|_{p}$, and we are done.

There are several other nonlinear operations related to $g$-functions that satisfy similar estimates. We shall not discuss them in detail, but we should at least mention one of the most important, the so-called "Lusin area integral"

$$
S_{f}(x)=\left[\iint_{|y-x|<t<\infty}\left|\nabla_{t, y} u(t, y)\right|^{2} t^{1-n} d y d t\right]^{1 / 2}
$$

which is to $g_{f}$ as nontangential maximal functions are to radial maximal functions. The analogue of $S_{f}$ for functions on $\mathbb{T}$ (where the term "area integral" is directly appropriate) goes back to a 1930 paper of N. N. Lusin [55]; the theory on $\mathbb{R}^{n}$ - in particular, the analogue of Theorem 31 for $S_{f}$ was developed by Stein [80] (see also [81]).

The $g$-functions and their relatives are a powerful tool for proving estimates for various classes of linear operators. For example, they are used in establishing the $L^{p}$ boundedness of the multiparameter singular integrals described at the end of $\S 9$. A more classical application is to the study of Fourier multipliers, that is, operators $T$ on $L^{2}\left(\mathbb{R}^{n}\right)$ of the form $(T f)^{\wedge}=m \widehat{f}$ where $m$ is a bounded measurable function. There is a group of related theorems that give general conditions on $m$ under which $T$ is also bounded on $L^{p}$ for all $p \in(1, \infty)$. Here is one (a minor variation on results of Mikhlin and Hörmander):

Theorem 32 - Suppose $m$ is of class $C^{(k)}$ on $\mathbb{R}^{n} \backslash\{0\}$ and that $\left|\partial^{\alpha} m(\xi)\right| \leq A|\xi|^{-|\alpha|}$ for $|\alpha| \leq k$, where $k>n / 2$. Then the operator $T$ defined by $(T f)^{\wedge}=m \widehat{f}$ satisfies $\|T f\|_{p} \leq B A\|f\|_{p}$ for $1<p<\infty$, where $B$ depends only on $p$ and $n$.

A proof of this result can be found in Stein [81], where the main point is to estimate $g_{T f}$ in terms of a more complicated $g$-function of $f$ (an analogue of the Littlewood-Paley $g_{f}^{*}$ ). Here, to give the
flavor, we shall give a simple proof of the important special case where $m$ is radial and of "Laplace transform type":

$$
m(\xi)=m_{0}(|\xi|) \quad \text { where } \quad m_{0}(\lambda)=\lambda \int_{0}^{\infty} e^{-\lambda t} \phi(t) d t \text { for some } \phi \in L^{\infty}(0, \infty .)
$$

(Note that this implies that $m$ satisfies the hypotheses of Theorem 32 for all $k$.) In view of Theorem 31 it is enough to show that $g_{T f}^{1} \leq M g_{f}^{2}$. Setting $t=2 \pi s$ and $\psi(s)=\phi(2 \pi s)$ in the formula for $m_{0}$, one sees that $(T f) \curlyvee(\xi)=-\int_{0}^{\infty}(\partial / \partial s)\left[e^{-2 \pi s|\xi|}\right] \psi(s) \widehat{f}(\xi) d s$ and hence

$$
\left(P_{t} * T_{f}\right) \Upsilon(\xi)=-\int_{0}^{\infty} \frac{\partial}{\partial s}\left[e^{-2 \pi(t+s)|\xi|} \widehat{f}(\xi)\right] \psi(s) d s
$$

In other words, if $u$ and $U$ are the Poisson integrals of $f$ and $T f$, respectively,

$$
U(t, x)=-\int_{0}^{\infty} \frac{\partial u}{\partial s}(t+s, x) \psi(s) d s
$$

so with $M=\|\phi\|_{\infty}$,

$$
\left|\frac{\partial U}{\partial t}(t, x)\right|=\left|-\int_{0}^{\infty} \frac{\partial^{2} u}{\partial s^{2}}(t+s, x) \psi(s) d s\right| \leq M \int_{0}^{\infty}\left|\frac{\partial^{2} u}{\partial s^{2}}(t+s, x)\right| d s
$$

Hence by the Cauchy-Schwarz inequality,

$$
\left|\frac{\partial U}{\partial t}(t, x)\right|^{2} \leq\left[M \int_{t}^{\infty}\left|\frac{\partial^{2} u}{\partial s^{2}}(s, x)\right| d s\right]^{2} \leq \frac{M^{2}}{t} \int_{t}^{\infty}\left|\frac{\partial^{2} u}{\partial s^{2}}(s, x)\right|^{2} s^{2} d s
$$

Now an integration in $t$ and an application of Fubini's theorem yields $g_{T f}^{1}(x)^{2} \leq M^{2} g_{f}^{2}(x)^{2}$ as desired.

As an immediate application of Theorem 32, we can extend Proposition 16 to the $L^{p}$ Sobolev spaces for $1<p<\infty$. As the discussion following that theorem indicates, the missing ingredient is to show that $\Lambda^{i y}$ is bounded on $L^{p}$ with a bound that does not grow too rapidly in $y$. But $\left(\Lambda^{i y} f\right)^{\wedge}=m_{y} \widehat{f}$ with $m_{y}(\xi)=\left(1+|\xi|^{2}\right)^{i y / 2}$, and it is easy to check that $m_{y}$ satisfies the hypotheses of Theorem 32 with $A=C(1+|y|)^{k}$, which is more than sufficient.

Another application of Theorem 32 is to establish an analogue of Theorem 28 for functions on $\mathbb{R}$. (There are also versions on $\mathbb{R}^{n}$; see [81].) For $k \in \mathbb{Z}$, let $\chi_{2 k}$ and $\chi_{2 k+1}$ be the characteristic functions of $\left[2^{k}, 2^{k+1}\right]$ and $\left[-2^{k+1},-2^{k}\right]$, respectively, and let $\left(\Delta_{j} f\right)=\chi_{j} \widehat{f}$; thus $f=\sum_{-\infty}^{\infty} \Delta_{j} f$ for $f \in L^{2}(\mathbb{R})$.

Theorem 33 - With notation as above, for $1<p<\infty$ there are constants $A_{p}$ and $B_{p}$ such that $A_{p}\|f\|_{p} \leq\left\|\sum_{-\infty}^{\infty}\left(\left|\Delta_{j} f\right|^{2}\right)^{1 / 2}\right\|_{p} \leq B_{p}\|f\|_{p}$ for all $f \in L^{p}(\mathbb{R})$.

The idea of the proof is as follows (see [81] for details). Fix $\phi \in C^{\infty}(\mathbb{R})$ with $\phi(\xi)=1$ if $1 \leq \xi \leq 2$ and $\phi(\xi)=0$ if $\xi \leq \frac{1}{2}$ or $\xi \geq 4$. For $k \in \mathbb{Z}$ let $\phi_{2 k}(\xi)=\phi\left(2^{-k} \xi\right)$ and $\phi_{2 k+1}(\xi)=$ $\phi\left(-2^{-k} \xi\right)$, so that $\phi_{j}$ is a smoothed-out version of $\chi_{j}$, and let $\left(S_{j} f\right)^{\wedge}=\phi_{j} \widehat{f}$. Also, let $r_{j}$ be the $j$ th Rademacher function (14). It is easy to check that for all $t \in[0,1]$ the functions $m_{t}(\xi)=$ $\sum_{0}^{\infty}\left[r_{2 j}(t) \phi_{j}(\xi)+r_{2 j+1}(t) \phi_{-j}(\xi)\right]$ satisfy the hypotheses of Theorem 32 , with the constant $A$ independent of $t$, and hence the corresponding multiplier operators are uniformly bounded on $L^{p}$, $1<p<\infty$. The conclusion of Theorem 33, with $\Delta_{j}$ replaced by $S_{j}$, then follows by the same clever application of Lemma 11 as in the proof of Theorem 10.

This last conclusion says that the map $f \mapsto\left(S_{j} f\right)_{-\infty}^{\infty}$ is bounded from $L^{p}(\mathbb{R})$ to $L^{p}\left(\mathbb{R}, l^{2}\right)$. Also, by using a vector-valued version of the Hilbert transform and arguing as in the proof of Corollary 9, it is not hard to see that the map $\left(f_{j}\right) \mapsto\left(\Delta_{j} f_{j}\right)$ is bounded on $L^{p}\left(\mathbb{R}, l^{2}\right)$. Combining these facts with the observation that $\Delta_{j} S_{j}=\Delta_{j}$, Theorem 33 follows.

Various aspects of Littlewood-Paley theory have been developed and applied in contexts other than $\mathbb{R}^{n}$ with its standard geometry. The broadest generalization, due to Stein [82], is to the setting of symmetric diffusion semigroups of which the Poisson integral is a paradigmatic example. For another historical review of aspects of the Littlewood-Paley theory, see Stein [83].

## 11. Harmonic Analysis on Groups

The theory of Fourier series and Fourier transforms constitutes the analysis of functions on $\mathbb{T}$ and $\mathbb{R}$ in terms of the basic functions $e_{k}(\theta)=e^{i k \theta}$ and $e_{\xi}(x)=e^{2 \pi i \xi x}$, which are precisely the continuous homomorphisms from $\mathbb{T}$ and $\mathbb{R}$ into $\mathbb{T}$. In this section we briefly sketch some of the history of the analogous theories for functions on other types of groups. The story we tell here is seriously incomplete, but at least all parts of it are connected to each other! For more complete accounts of the general theories discussed here with additional historical references we refer to Folland [30] and Mackey [58].

The ideas underlying these theories can be traced back to the work of Gauss on number theory, where (from the modern perspective) he made use of Fourier analysis on the group of integers modulo $n$. The general picture emerged from the theory of Lie groups, begun by Sophus Lie in the early 1870s and further developed by others — notably Friedrich Engel, Wilhelm Killing, and Élie Cartan - over the succeeding half-century, and the theory of general topological groups, which dates from the 1930s. The crucial prerequisite for analysis is the existence on any locally compact topological group of a (right) Haar measure, that is, a Radon measure, unique up to scalar multiples, that is invariant under right translations. (This immediately yields another Radon measure that is invariant
under left translations. The two coincide for all the classes of groups we shall discuss below: Abelian, compact, and nilpotent Lie.) For Lie groups this can easily be established by differential-geometric constructions; it was proved by Haar [34] for second countable locally compact groups and by André Weil [94] in general. In what follows, we assume that each locally compact group $G$ is equipped with a fixed Haar measure $\mu$, and we denote $L^{p}(G, \mu)$ and the volume element $d \mu(x)$ simply by $L^{p}(G)$ and $d x$.

With Haar measure in hand, there is a Fourier analysis on any locally compact Abelian group $G$ that directly generalizes the classical theory on $\mathbb{T}$ and $\mathbb{R}$. To begin with, we define the dual group $\widehat{G}$ to be the set of all continuous homomorphisms from $G$ to $\mathbb{T}$, which — equipped with pointwise multiplication and the topology of uniform convergence on compact sets - is also a locally compact Abelian group. For $x \in G$ and $\xi \in \widehat{G}$, we denote the action of $\xi$ on $x$ by $\langle\xi, x\rangle$. (When $G=\mathbb{R}^{n}$, we identify $\widehat{G}$ with $\mathbb{R}^{n}$ by the pairing $\left.\langle\xi, x\rangle=e^{2 \pi i \xi \cdot x}\right)$. Each $x \in G$ defines an element $\widetilde{x}$ of the double dual $\widehat{\widehat{G}}$ by $\langle\widetilde{x}, \xi\rangle=\langle\xi, x\rangle$, and the map $x \mapsto \widetilde{x}$ is an isomorphism of topological groups (the Pontrjagin duality theorem). Moreover, $G$ is compact if and only if $\widehat{G}$ is discrete, and vice versa.

The Fourier transform of $f \in L^{1}(G)$ is the bounded continuous function $\widehat{f}$ on $\widehat{G}$ defined by

$$
\widehat{f}(\xi)=\int_{G} f(x) \overline{\langle\xi, x\rangle} d x
$$

As on $\mathbb{T}$ and $\mathbb{R}$, the Fourier transform turns convolution into pointwise multiplication and translation by $x_{0}$ into multiplication by $\left\langle\xi, x_{0}\right\rangle$; it maps $L^{1}(G)$ into $C_{0}(\widehat{G})$ (the Riemann-Lebesgue lemma) and extends to a map from $L^{2}(G)$ to $L^{2}(\widehat{G})$ that is unitary if Haar measure on $\widehat{G}$ is suitably normalized; moreover, with the same normalization one has the inversion formula

$$
f(x)=\int_{\widehat{G}} \widehat{f}(\xi)\langle\xi, x\rangle d \xi
$$

(to be taken with a grain of salt unless $\widehat{f} \in L^{1}(\widehat{G})$ ). This was worked out first by Weil [94] and then in a more elegant form by Henri Cartan and Roger Godement [7].

For non-Abelian groups $G$ the homomorphisms into $\mathbb{T}$ do not suffice to analyze functions on $G$, as they are all trivial on the commutator subgroup. The appropriate generalization is found by recognizing that $\mathbb{T}$ may be regarded as the group of unitary $1 \times 1$ matrices and considering homomorphisms into higher-dimensional unitary groups instead, that is, unitary representations of $G$. In the greatest generality, a unitary representation of $G$ on a Hilbert space $\mathcal{H}$ is a homomorphism $\pi$ from $G$ into the group $\mathcal{U}(\mathcal{H})$ of unitary operators on $\mathcal{H}$ that is strongly continuous, i.e., the map $x \mapsto \pi(x) u$ is continuous from $G$ to $\mathcal{H}$ for each $u \in \mathcal{H}$. (Henceforth, when we say "representation" we shall always mean "unitary representation".) A representation $\pi$ is called irreducible if the only closed subspaces
of $\mathcal{H}$ that are invariant under $\pi(x)$ for all $x \in G$ are $\{0\}$ and $\mathcal{H}$. If $\pi$ and $\pi^{\prime}$ are representations on $\mathcal{H}$ and $\mathcal{H}^{\prime}$, respectively, a bounded linear map $T: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ such that $T \pi(x)=\pi^{\prime}(x) T$ for all $x \in G$ is said to intertwine $\pi$ and $\pi^{\prime}$, and two representations are called equivalent if there is a unitary map that intertwines them.

We are allowing representations on arbitrary Hilbert spaces from the outset, as a matter of efficiency. However, it should be noted that nobody thought of studying infinite-dimensional representations as such (though a few special cases were well known) until about 1930, when they arose in the context of quantum mechanics.

One of the fundamental results of representation theory, known as Schur's lemma, is that if $\pi$ is an irreducible representation of $G$ on $\mathcal{H}$, the only bounded operators on $\mathcal{H}$ that commute with $\pi$ (i.e., that intertwine $\pi$ with itself) are scalar multiples of the identity. (The converse is also true: if $\pi$ is reducible, the orthogonal projection onto a nontrivial invariant subspace commutes with $\pi$.) This has the following consequences. First, if $\pi$ is irreducible, $\pi(x)$ must be a multiple of the identity whenever $x$ is in the center of $G$. From this it follows further that if $G$ is Abelian, every irreducible representation is one-dimensional, and hence that $\widehat{G}$ can be regarded as the set of equivalence classes of irreducible representations of $G$. Also, if $G$ is compact, every irreducible unitary representation of $G$ is finite-dimensional. (The key here is that for any representation $\pi$ of $G$ on $\mathcal{H}$ and any nonzero $v \in \mathcal{H}$, the operator $T_{v}(u)=\int_{G}\langle u, \pi(x) v\rangle \pi(x) v d x$ is nonzero, self-adjoint, and compact, and it commutes with $\pi$, so its eigenspaces with nonzero eigenvalues are finite-dimensional and invariant under $\pi$.)

The representation theory of finite groups was developed by Ferdinand Georg Frobenius, William Burnside, and Frobenius's student Issai Schur beginning about 1890. The historical evolution of the basic concepts and results was rather different from the way the subject would normally be presented now, but that is a story to be told elsewhere; see Curtis [12] and Mackey [58]. For analysts the real starting point is the fundamental paper of Hermann Weyl and his student Fritz Peter [64] in which they showed that certain aspects of this representation theory could be generalized to arbitrary compact groups to yield a Fourier analysis on such groups. (They assumed that their groups were Lie groups solely in order to have an invariant measure available, as their paper antedates Haar [34] by a few years.) Their main theorem is as follows:

Theorem 34 (Peter-Weyl, 1927) - Let G be a compact group, with Haar measure normalized so that the measure of $G$ is 1 . Let $\widehat{G}$ be a set of irreducible (necessarily finite-dimensional) representations of $G$ containing exactly one member of each equivalence class. For $\pi \in \widehat{G}$, let $d_{\pi}$ be the
dimension of the Hilbert space $\mathcal{H}_{\pi}$ on which $\pi$ acts, and for $x \in G$ let $\left(\pi_{i j}(x)\right)$ be the matrix of $\pi(x)$ with respect to a fixed orthonormal basis of $\mathcal{H}_{\pi}$. Then

$$
\left\{\sqrt{d_{\pi}} \pi_{i j}: \pi \in \widehat{G}, i, j=1, \ldots, d_{\pi}\right\}
$$

is an orthonormal basis for $L^{2}(G)$.
The main contribution of Peter and Weyl - the point where they had to go beyond the algebraic reasoning that had been developed for finite groups - was in proving the completeness of the $\pi_{i j}$ 's, which they did by showing that their linear combinations are dense in $C(G)$ in the uniform norm.

The theorem can be reformulated in a way that avoids a choice of orthonormal basis for $\mathcal{H}_{\pi}$. Namely, for $\pi \in \widehat{G}$ and $f \in L^{2}(G)$, let $\widehat{f}(\pi)$ be the operator on $\mathcal{H}_{\pi}$ defined by

$$
\widehat{f}(\pi)=\int_{G} f(x) \pi\left(x^{-1}\right) d x=\int_{G} f(x) \pi(x)^{*} d x .
$$

Then the expansion $f=\sum_{\pi, i, j} d_{\pi}\left\langle f, \pi_{i j}\right\rangle \pi_{i j}$ can be restated as

$$
f(\cdot)=\sum_{\pi \in \widehat{G}} d_{\pi} \operatorname{tr}[\widehat{f}(\pi) \pi(\cdot)]
$$

where the convergence is in the $L^{2}$ norm; and the Parseval identity $\|f\|_{2}^{2}=\sum_{\pi, i, j} d_{\pi}\left|\left\langle f, \pi_{i j}\right\rangle\right|^{2}$ can be restated as

$$
\|f\|_{2}^{2}=\sum_{\pi \in \widehat{G}} d_{\pi} \operatorname{tr}\left[\widehat{f}(\pi)^{*} \widehat{f}(\pi)\right]
$$

(The trace of a matrix is invariant under conjugation, so it makes sense to speak of the trace of an operator on a finite-dimensional space.)

There is another important aspect to the Peter-Weyl theorem. Any compact group $G$ acts on $L^{2}(G)$ by right translations, giving a unitary representation $R$ of $G$ on $L^{2}(G)$ defined by $[R(x) f](y)$ $=f(y x)$. It is known as the (right) regular representation of $G$. With notation as in the PeterWeyl theorem, it is easy to verify that for each $\pi \in \widehat{G}$ and each $i=1, \ldots, d_{\pi}$, the subspace of $L^{2}(G)$ spanned by $\pi_{i 1}, \ldots, \pi_{i d_{\pi}}$ (the $i$ th row of the matrix $\left(\pi_{i j}\right)$ ) is invariant under $R$, and that the subrepresentation of $R$ on this subspace is equivalent to $\pi$. Hence:

Corollary 35 - The regular representation of a compact group $G$ is a direct sum of irreducible subrepresentations, and for each $\pi \in \widehat{G}$ the equivalence class of $\pi$ occurs in this direct sum with multiplicity $d_{\pi}$.

The example of $\mathbb{R}$ already shows that compactness is needed for the first assertion of this corollary: there are no one-dimensional subspaces of $L^{2}(\mathbb{R})$ that are invariant under translations and hence
no irreducible subrepresentations of the regular representation of $\mathbb{R}$. Rather, the Fourier inversion formula shows how to synthesize functions in $L^{2}(\mathbb{R})$ out of an integral of the irreducible representations $x \mapsto e^{2 \pi i \xi x}$. In 1930 Marshall Stone [88] showed how to generalize this to arbitrary unitary representations of $\mathbb{R}$, and about fourteen years later Godement, Warren Ambrose, and M. A. Naimark independently and almost simultaneously generalized Stone's theorem to arbitrary locally compact Abelian groups.

To state this result we need to recall a definition. If $\mathcal{H}$ is a Hilbert space and $X$ is a set equipped with a $\sigma$-algebra of subsets $\mathcal{M}$, an $\mathcal{H}$-projection-valued measure on $X$ is a map $P$ from $\mathcal{M}$ to the set of orthogonal projections on $\mathcal{H}$ such that $P(\varnothing)=0, P(X)=I, P(E \cap F)=P(E) P(F)$ for all $E, F \in \mathcal{M}$, and $P\left(\bigcup E_{j}\right)=\sum P\left(E_{j}\right)$ (convergence in the strong operator topology) for all finite or infinite sequences $\left\{E_{j}\right\}$ of disjoint sets in $\mathcal{M}$. Any such $P$ determines a $*$-algebra homomorphism from the algebra of bounded measurable functions on $X$ to the algebra of bounded normal operators on $\mathcal{H}$ denoted by $f \mapsto \int_{X} f(x) d P(x)$. (See [30] for details.)

Theorem 36 (Stone, 1930; Ambrose, Godement, Naimark, 1944) - If $\pi$ is a unitary representation of a locally compact Abelian group $G$ on a Hilbert space $\mathcal{H}$, there is an $\mathcal{H}$-projection-valued Borel measure P on $\widehat{G}$ such that $\pi(x)=\int_{\widehat{G}}\langle\xi, x\rangle d P(\xi)$.

When $\pi$ is the regular representation $R$ of $G$, the measure $P$ is given by $\left[P(E) f \int^{\bigwedge}=\chi_{E} \widehat{f}\right.$. Stone's original theorem $(G=\mathbb{R})$ is often stated in the form $\pi(x)=e^{2 \pi i x A}$ where $A$ is a (perhaps unbounded) self-adjoint operator on $\mathcal{H}$; the relation with our formulation is that $P$ is the spectral measure of $A$, so that $A=\int \xi d P(\xi)$.

There is a related result that has influenced many later developments. One has the regular representation $R$ and the "modulation" representation $M$ of $\mathbb{R}^{n}$ on $L^{2}\left(\mathbb{R}^{n}\right)$, defined by

$$
\begin{equation*}
[R(x) f](y)=f(y+x), \quad[M(\xi) f](y)=e^{2 \pi i \xi \cdot y} f(y) \tag{43}
\end{equation*}
$$

which are intertwined by the Fourier transform. These representations are jointly irreducible, that is, there are no nontrivial closed subspaces of $L^{2}\left(\mathbb{R}^{n}\right)$ that are invariant under all $R(x)$ and all $M(\xi)$. (If $\mathfrak{X}$ is a closed invariant subspace, $f$ is a nonzero element of $\mathfrak{X}$, and $g \perp \mathfrak{X}$, then $0=$ $\langle M(\xi) R(x) f, g\rangle=\int e^{2 \pi i \xi \cdot y} f(y-x) \overline{g(y)} d y$ for all $x$ and $\xi$; hence $f(\cdot-x) g(\cdot)=0$ a.e. for all $x$; hence $f=0$ or $g=0$.) It is easily computed that $R$ and $M$ satisfy

$$
\begin{equation*}
R(x) M(\xi)=e^{2 \pi i \xi \cdot x} M(\xi) R(x .) \tag{44}
\end{equation*}
$$

This is the integrated form of the "canonical commutation relations" of quantum mechanics, and it is important to determine how many different pairs of representations there might be that satisfy
this relation. In fact, assuming irreducibility, up to unitary equivalence there is only one; this is the celebrated Stone-von Neumann theorem first announced by Stone [88] (who never published his proof in full) and proved in detail by John von Neumann [93]:

Theorem 37 (Stone, 1930; von Neumann, 1931) - If $\pi$ and $\rho$ are unitary representations of $\mathbb{R}^{n}$ on a Hilbert space that are jointly irreducible and satisfy

$$
\begin{equation*}
\pi(x) \rho(\xi)=e^{2 \pi i \xi \cdot x} \rho(\xi) \pi(x) \tag{45}
\end{equation*}
$$

then there is a unitary map $U: \mathcal{H} \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ such that $U \pi(x) U^{-1}=R(x)$ and $U \rho(\xi) U^{-1}=M(\xi)$, where $R$ and $M$ are defined by (43).

Von Neumann's elegant proof of this can also be found in [27].
By this point it should be clear that one of the main tasks for anyone wanting to do harmonic analysis on a locally compact group $G$ is to classify the irreducible representations of $G$ up to equivalence. For Abelian groups this means describing the dual group $\widehat{G}$ explicitly; this is a well-studied matter. There are also several ways of constructing the irreducible representations of the classical compact matrix groups; see, for example, Hall [35]. For non-Abelian, noncompact groups, however, the irreducible representations are in general infinite-dimensional, and their classification requires a host of new techniques depending on the nature of the group in question. It did not really get under way, except for a few special cases, until after World War II.

In fact, the first complete classification of the irreducible representations of a group for which the finite-dimensional ones do not separate points is implicitly contained in the Stone-von Neumann theorem, although this apparently was not explicitly realized until much later. The relation (44) implies that the operators of the form $e^{2 \pi i t} M(\xi) R(x)\left(x, \xi \in \mathbb{R}^{n}, t \in \mathbb{R}\right)$ form a group whose abstract structure is given as follows:

$$
\begin{align*}
(x, \xi, t) \cdot\left(x^{\prime}, \xi^{\prime}, t^{\prime}\right) & =\left(x+x^{\prime}, \xi+\xi^{\prime}, t+t^{\prime}+x \cdot \xi^{\prime}\right),  \tag{46}\\
(x, \xi, t)^{-1} & =(-x,-\xi,-t+\xi \cdot x .)
\end{align*}
$$

In other words, the space $\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}$, equipped with the operations (46), is a group, now called the Heisenberg group $H_{n}$, and the map $S: H_{n} \rightarrow \mathcal{U}\left(L^{2}\left(\mathbb{R}^{n}\right)\right)$ defined by

$$
[S(x, \xi, t) f](y)=\left[e^{2 \pi i t} M(\xi) R(x) f\right](y)=e^{2 \pi i(t+\xi \cdot y)} f(y+x)
$$

is an irreducible representation of $H_{n}$ on $L^{2}\left(\mathbb{R}^{n}\right)$.
Now suppose $\Pi$ is an arbitrary irreducible representation of $H_{n}$ on a Hilbert space $\mathcal{H}$. The center of $H_{n}$ is easily seen to be $Z=\{(0,0, t): t \in \mathbb{R}\}$, so by Schur's lemma we must have
$\Pi(0,0, t)=e^{2 \pi i a t} I$ for some $a \in \mathbb{R}$. If $a=0, \Pi$ factors through the Abelian group $H_{n} / Z \cong \mathbb{R}^{2 n}$, so it is one-dimensional and of the form $\sigma_{\alpha, \beta}(x, \xi, t)=e^{2 \pi i(\alpha \cdot x+\beta \cdot \xi)}$. If $a \neq 0$, let $\Pi^{a}(x, \xi, t)=$ $\Pi\left(x, a^{-1} \xi, a^{-1} t\right)$; then $\Pi^{a}$ is again a representation of $H^{n}$, and its restrictions $\pi(x)=\Pi^{a}(x, 0,0)$ and $\rho(\xi)=\Pi^{a}(0, \xi, 0)$ to the subgroups $\left\{(x, 0,0): \xi \in \mathbb{R}^{n}\right\}$ and $\left\{(0, \xi, 0): \xi \in \mathbb{R}^{n}\right\}$ are easily seen to satisfy (45). But then by Theorem $37, \Pi^{a}$ is equivalent to $S$, and hence $\Pi$ is equivalent to $S_{a}(x, \xi, t)=S(x, a \xi, a t)$. Moreover, the $S_{a}$ 's are all inequivalent to one another: they are already inequivalent on the center $Z$.

In short, the representations $\sigma_{\alpha, \beta}\left(\alpha, \beta \in \mathbb{R}^{n}\right)$ and $S_{a}(a \in \mathbb{R} \backslash\{0\})$ form a complete set of inequivalent irreducible representations of $H_{n}$. But this early achievement in non-Abelian, noncompact representation theory went unremarked for many years; the earliest explicit acknowledgment I have found is in a 1958 paper of Dixmier [17], and it is ignored in the historical survey [58]. And not until the 1970s was the ubiquity of $H_{n}$ sufficiently appreciated that the name "Heisenberg group" became common usage.

One of the most important devices for constructing representations of a group is the inducing process, due originally to Frobenius in the context of finite groups. One starts with a locally compact group $G$, a closed subgroup $H$, and a unitary representation $\sigma$ of $H$ on a Hilbert space $\mathcal{H}_{\sigma}$. Let $G / H$ be the homogeneous space of right $H$-cosets and $q: G \rightarrow G / H$ the quotient map, $q(x)=H x$; $G / H$ carries the locally compact topology in which $E$ is open precisely when $q^{-1}(E)$ is open in $G$. Let $\mathcal{F}_{0}$ be the space of continuous $\mathcal{H}_{\sigma}$-valued functions $f$ on $G$ such that (i) $f(h x)=\sigma(h) f(x)$ for $x \in G$ and $h \in H$, and (ii) $q(\operatorname{supp}(f))$ is compact. By (i), for $f \in \mathcal{F}_{0}$ the norm $\|f(x)\|_{\mathcal{H}_{\sigma}}$ depends only on $q(x)$, so if $G / H$ admits a $G$-invariant measure $\mu$, we can form the Hilbert space completion $\mathcal{F}$ of $\mathcal{F}_{0}$ with respect to the norm $\|f\|_{\mathcal{F}}^{2}=\int_{G / H}\|f(x)\|_{\mathcal{H}_{\sigma}}^{2} d \mu(q(x))$, and the action of $G$ on $\mathcal{F}_{0}$ by right translation, $[\pi(x) f](y)=f(y x)$, extends to a unitary representation of $G$ on $\mathcal{F}$. It is called the representation of $G$ induced by $\sigma$ and denoted by $\operatorname{ind}_{H}^{G}(\sigma)$. There is also a modification of this construction that works when $G / H$ has no $G$-invariant measure; see, for example, [30] (where, however, $G / H$ is taken to be the space of left $H$-cosets and the action of $G$ on $\mathcal{F}_{0}$ is given by left translation).

The simplest example: If $H$ is the trivial subgroup $\{1\}$ of $G$ and $\sigma$ is the trivial representation of $H$ on $\mathbb{C}$, then $\operatorname{ind}_{H}^{G}(\sigma)$ is the regular representation of $G$.

One of the most far-reaching theorems of representation theory is the so-called Mackey imprimitivity theorem, which George Mackey discovered by generalizing the Stone-von Neumann theorem in three steps, the first two of them in [56] and the last (and most substantial) in [57]. To explore the
applications of this theorem would take us too far afield, but as the path to it is fairly short and uses the results discussed above, it is worth sketching here.

First, one generalizes Theorem 37 from $\mathbb{R}^{n}$ to an arbitrary locally compact Abelian group $G$. To wit, if $\pi$ and $\rho$ are jointly irreducible representations of $G$ and $\widehat{G}$ on a Hilbert space $\mathcal{H}$ that satisfy $\pi(x) \rho(\xi)=\langle\xi, x\rangle \rho(\xi) \pi(x)$, there is a unitary map $U: \mathcal{H} \rightarrow L^{2}(G)$ such that $\left[U^{-1} \pi(x) U f\right](y)=$ $f(y x)$ and $\left[U^{-1} \rho(\xi) U f\right](y)=\langle\xi, y\rangle f(y)$.

This may be restated as follows. By Theorem 36 plus Pontrjagin duality, there is an $\mathcal{H}$-projectionvalued measure $P$ on $G$ such that $\rho(\xi)=\int_{G}\langle\xi, x\rangle d P(x)$, and the commutation relation $\pi(x) \rho(\xi)=$ $\langle\xi, x\rangle \rho(\xi) \pi(x)$ is equivalent to $\pi(x) P(E)=P\left(E x^{-1}\right) \pi(x)$. Second generalization: when reformulated this way, the preceding result is valid also for non-Abelian groups. That is, if $\pi$ is a representation of a locally compact group $G$ on $\mathcal{H}$ and $P$ is an $\mathcal{H}$-projection-valued measure on $G$ such that $\pi(x) P(E)=P\left(E x^{-1}\right) \pi(x)$ for $x \in G, E \subset G$, and $\pi$ and $P$ are jointly irreducible, there is a unitary map $U: \mathcal{H} \rightarrow L^{2}(G)$ such that $\left[U^{-1} \pi(x) U f\right](y)=f(x y)$ and $U^{-1} P(E) U f=\chi_{E} f$.

The final generalization tells what happens if we are given a $\pi$ and a $P$ as abo where $P$ lives not on $G$ but on a homogeneous space $G / H$. Here is the answer, whose broad scope obviates the irreducibility hypothesis:

Theorem 38 (Mackey, 1949) - Suppose $G$ is a locally compact group, H a closed subgroup, $\pi$ a unitary representation of $G$ on $\mathcal{H}$, and $P$ an $\mathcal{H}$-projection-valued measure on $G / H$ such that $\pi(x) P(E)=P\left(E x^{-1}\right) \pi(x)$ for $x \in G$ and $E \subset G / H$. Then there is a unitary representation $\sigma$ of $H$ (uniquely determined by $\pi$ and $P$ up to equivalence) and a unitary map $U: \mathcal{H} \rightarrow \mathcal{F}$, where $\mathcal{F}$ is the Hilbert space of $\operatorname{ind}_{H}^{G}(\sigma)$, such that $U^{-1} \pi(x) U=\left[\operatorname{ind}_{H}^{G}(\sigma)\right](x)$ for $x \in G$ and $U^{-1} P(E) U f=\left(\chi_{E} \circ q\right)$ f for $f \in \mathcal{F}$.

Induced representations are a major source of irreducible representations of non-Abelian, noncompact groups. For example, the representations $S_{a}$ of the Heisenberg group $H_{n}$ discussed above are equivalent to representations induced from the one-dimensional representations of the subgroup $\left\{(0, \xi, t): \xi \in \mathbb{R}^{n}, t \in \mathbb{R}\right\}$. Another class of examples comes from the noncompact semisimple Lie groups $G$, which possess a family of representations known as the "principal series." These are representations induced from the finite-dimensional irreducible representations of subgroups $B$ of a certain type ("Borel subgroups"). We now say a little more about them under the hypothesis that $G$ has "real rank one" (which we need not explain here), with an eye to making connections with the topics discussed earlier; details can be found in [44].

There is a certain nilpotent subgroup $N$ of $G$ that meets each coset of $B$ (except for a set of measure zero) in one point, so the principal series representations can be realized as acting on certain spaces of vector-valued functions on it. $N$ has the following properties: First, it can be identified as a set with $\mathbb{R}^{n}$ (for suitable $n$ ) in such a way that the origin is the group identity, the group operations are given by polynomials in the coordinates, and Lebesgue measure is a (left and right) Haar measure. Second, it is naturally equipped with a one-parameter family $\left\{\delta_{r}: r>0\right\}$ of group automorphisms called dilations which, under the identification with $\mathbb{R}^{n}$, are of the form

$$
\begin{equation*}
\delta_{r}\left(x_{1}, \ldots, x_{n}\right)=\left(r^{\alpha_{1}} x_{1}, \ldots, r^{\alpha_{n}} x_{n}\right) \quad\left(\alpha_{1}, \ldots, \alpha_{n}>0 .\right) \tag{47}
\end{equation*}
$$

We shall call groups with these two properties homogeneous groups. (They are also often referred to as "nilpotent groups with dilations," as they are, in fact, all nilpotent.) The classic examples are the Heisenberg groups $H_{n}$, whose canonical dilations are given by $\delta_{r}(x, \xi, t)=\left(r x, r \xi, r^{2} t\right)$. ( $H_{n}$ is isomorphic to the $N$ for $G=S U(n+1,1)$.)

Principal series representations may or may not be irreducible and inequivalent to each other. The question of determining when these conditions hold amounts to the study of the intertwining operators between a representation and itself or between two different representations. It turns out that these operators can be realized as singular integral operators on $N$. More precisely, they are formally defined as convolution operators,

$$
T f(x)=\int_{N} f\left(x y^{-1}\right) K(y) d y
$$

where $K$ is a smooth function on $N \backslash\{0\}$ that has a certain "mean zero" property and satisfies $K\left(\delta_{r}(x)\right)=r^{-Q} K(x)$ where $Q$ is the sum of the exponents $\alpha_{j}$ in (47). (This degree of homogeneity with respect to the dilations $\delta_{r}$ is precisely the one that puts $K$ just on the borderline of integrability near the origin and near infinity.) In other words, these operators closely resemble the singular integral operators of Theorem 19 except that the translation structure is non-commutative ( $x y^{-1}$ rather than $x-y)$ and the dilations in question are non-isotropic. Like the latter, they are bounded on $L^{p}(N)$ for $1<p<\infty$, but here the $L^{2}$ boundedness must be established by an application of the CotlarStein lemma before the Calderón-Zygmund machine can be used to establish the boundedness on other $L^{p}$ spaces. In fact, this was the original application of the Cotlar-Stein lemma, and the study of intertwining operators by Knapp and Stein [44] was the original application of these singular integrals.

It was realized not long afterward, however, that singular integrals on homogeneous groups, like their classical counterparts, can tell us much about certain kinds of differential operators, particularly those constructed out of non-commuting vector fields where the non-commutativity plays an essential
role in their behavior. The first substantial step in this direction was taken in Folland and Stein [31], where singular integrals on the Heisenberg group $H_{n}$ were used to obtain sharp estimates for certain operators arising in complex analysis in several variables. (The connection with the latter subject comes from the fact that $S U(n+1,1)$ is isomorphic to the group of biholomorphic transformations of a certain domain $D \subset \mathbb{C}^{n+1}$ that is an analogue of the upper half plane in $\mathbb{C}$, and the boundary of $D$ can be naturally identified with $H_{n}$.) Other applications involving more general homogeneous groups soon followed; see [26] for a concise survey.

Various other aspects of classical harmonic analysis, including real-variable $H^{p}$ spaces and LittlewoodPaley theory, have analogues on homogeneous groups; see [32].

## 12. WAVELETS

Recall the Haar basis for $L^{2}([0,1])$ defined by (7) and (8). We can translate all its elements by an integer $k$ to obtain a basis for $L^{2}([k, k+1])$, and then combine all these to obtain an orthonormal basis for $L^{2}(\mathbb{R})$. With a slight change of notation, this basis is $\left\{\phi_{k}: k \in \mathbb{Z}\right\} \cup\left\{\psi_{j k}: j \geq 0, k \in \mathbb{Z}\right\}$, where

$$
\begin{equation*}
\phi_{k}=\chi_{[k, k+1)}, \quad \psi_{j k}(x)=2^{j / 2} \psi\left(2^{j} x-k\right) \text { with } \psi=\chi_{[0,1 / 2)}-\chi_{(1 / 2,1]} . \tag{48}
\end{equation*}
$$

In the expansion $f=\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{k}\right\rangle \phi_{k}+\sum_{j=0}^{\infty} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j k}\right\rangle \psi_{j k}$, the first sum $\sum_{k \in \mathbb{Z}}\left\langle f, \phi_{k}\right\rangle \phi_{k}$ provides a first (probably crude) approximation to $f$ by functions that are constant on each interval $[k, k+1)$, and then the sums $\sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j k}\right\rangle \psi_{j k}$ for $j=0,1,2, \ldots$ provide successively finer levels of detail.

Of course, there is no reason why one has to start with intervals of length 1 as the "base level"; one could dilate everything by a factor of $2^{J}$ to start with intervals of length $2^{J}$ instead. In the limit as $J \rightarrow \infty$ the need for the "base layer" $\left\{\phi_{k}\right\}$ in the basis disappears, and one can see without difficulty that the functions $\psi_{j k}$ defined in (48), but now with both $j$ and $k$ arbitrary integers, constitute an orthonormal basis for $L^{2}(\mathbb{R})$.

The idea of manufacturing a basis for $L^{2}$ out of the translates and dilates of a single function offers many interesting possibilities, and it works also in $n$ dimensions. In what follows, we shall employ the notational convention that if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, the functions $f_{j k}$ are defined by

$$
\begin{equation*}
f_{j k}(x)=2^{j n / 2} f\left(2^{j} x-k\right) \quad\left(j \in \mathbb{Z}, k \in \mathbb{Z}^{n} .\right) \tag{49}
\end{equation*}
$$

The factors $2^{j n / 2}$ are there to ensure that $\left\|f_{j k}\right\|_{2}$ is independent of $j$ and $k$. For $n=1$, an orthonormal basis for $L^{2}(\mathbb{R})$ of the form $\left\{f_{j k}: j, k \in \mathbb{Z}\right\}$ will be called a wavelet basis, and the
function $f$ will be called the mother wavelet of the basis. (For $n>1$ this needs to be modified slightly, as we shall explain below.)

The mother wavelet $\psi$ of the Haar basis is precisely localized in the sense that it vanishes outside $[0,1]$ (an advantage), but it is not smooth (a disadvantage). The latter condition is reflected in the fact that its Fourier transform $\widehat{\psi}(\xi)=\left(1-e^{-\pi i \xi}\right)^{2} / 2 \pi i \xi$ decays only slowly at infinity and hence is poorly localized.

It is not hard to find another such basis with the advantage and disadvantage switched. To wit, let $\Psi(x)=(\sin 2 \pi x-\sin \pi x) / \pi x$, whose Fourier transform is $\widehat{\Psi}(\xi)=\chi_{[-1,-1 / 2]}(\xi)+\chi_{[1 / 2,1]}(\xi)$. It is easy to see that for each $j$, the Fourier transforms of the functions $\Psi_{j k}(k \in \mathbb{Z})$ are all supported on $A_{j}=\left[-2^{j},-2^{j-1}\right] \cup\left[2^{j-1}, 2^{j}\right]$ and constitute an orthonormal basis for $L^{2}\left(A_{j}\right)$ (the Fourier basis, essentially, once one recognizes that $A_{j}$ is congruent to $\left[0,2^{j}\right] \bmod 2^{j}$ ). It follows that $\left\{\Psi_{j k}: j, k \in\right.$ $\mathbb{Z}\}$ is a wavelet basis for $L^{2}(\mathbb{R})$ consisting of slowly decaying functions whose Fourier transforms are precisely localized. Moreover, the localizaton in Fourier space is something we have seen before: the projections $P_{j} f=\sum_{k}\left\langle f, \Psi_{j k}\right\rangle \Psi_{j k}$ onto the spaces $\left\{f: \widehat{f}=0\right.$ outside $\left.A_{j}\right\}$ are essentially the Littlewood-Paley projections $\Delta_{j} f$ of Theorem 33. (In fact, $P_{j}=\Delta_{2 k-2}+\Delta_{2 k-1}$ ). Thus the expansions in terms of the basis $\left\{\Psi_{j k}\right\}$ are connected with Littlewood-Paley theory.

The question now arises: can we find wavelet bases whose mother wavelet $\psi$ is both smooth (at least of class $C^{m}$ for some specified $m \in \mathbb{Z}^{+}$) and rapidly decaying at infinity (at least faster than polynomially) — in other words, such that $\psi$ and $\widehat{\psi}$ are both well localized? It came as a pleasant surprise to find that the answer is yes. The first examples (exponentially decaying and of class $C^{m}$, for any finite $m$ ) were constructed by Jan-Olov Strömberg [90] in 1982, but they were a bit before their time and had little immediate impact. The next examples (with $\widehat{\psi} \in C_{c}^{\infty}$, hence $\psi \in \mathcal{S}$ ) were discovered by Yves Meyer [60] in 1985 and immediately led to an explosive development of the subject over the next five years or so, incuding the construction by Ingrid Daubechies [13] of compactly supported wavelets of class $C^{m}$, for any finite $m$. Our brief presentation here will be limited to a sketch of the most basic results and their connections with the topics discussed earlier in this paper. Among the excellent books to which the reader may refer for a full account of the results mentioned here and additional material are Daubechies [14], Hernández and Weiss [38], and Meyer [61, 62].

The appropriate general setting for constructing wavelets was worked out by Stéphane Mallat and Meyer in 1986; it works in $\mathbb{R}^{n}$ for any $n$. To wit, a multi-resolution analysis or MRA on $\mathbb{R}^{n}$ is a family $\left\{V_{j}: j \in \mathbb{Z}\right\}$ of closed subspaces of $L^{2}\left(\mathbb{R}^{n}\right)$ with the following properties:
(i) There is a function $\phi \in V_{0}$, called the scaling function, such that the functions $\phi_{k}(x)=\phi(x-k)\left(k \in \mathbb{Z}^{n}\right)$ form an orthonormal basis for $V_{0}$.
(ii) $V_{j+1}=\left\{f \circ \delta: f \in V_{j}\right\}$ for all $j$, where $\delta(x)=2 x$.
(iii) $V_{j} \subset V_{j+1}$ for all $j, \bigcap_{j \in \mathbb{Z}} V_{j}=\{0\}$, and $\bigcup_{j \in \mathbb{Z}} V_{j}$ is dense in $L^{2}\left(\mathbb{R}^{n}\right)$.

We observe that (i) and (ii) imply that for each $j,\left\{\phi_{j k}: k \in \mathbb{Z}^{n}\right\}$ is an orthonormal basis for $V_{j}$, where $\phi_{j k}$ is defined by (49).

To construct an MRA, one generally begins with a function $\phi$ such that the functions $\phi_{k}(x)=$ $\phi(x-k)$ are orthonormal, defines $V_{0}$ to be their closed linear span and $V_{j}$ to be the set of all $f$ of the form $f(x)=g\left(2^{j} x\right)$ with $g \in V_{0}$ (so that (i) and (ii) are satisfied), and then investigates whether (iii) is also satisfied. To this end, it is convenient to reformulate these conditions in terms of the Fourier transform. To avoid pathologies, in what follows we shall assume that the scaling function $\phi$ satisfies

$$
|\phi(x)| \leq C(1+|x|)^{-n-1}, \quad|\widehat{\phi}(\xi)| \leq C(1+|\xi|)^{-n-1}
$$

so that $\phi$ and $\widehat{\phi}$ are integrable and continuous. Under these conditions, it is not hard to see that the $\phi_{k}$ are orthonormal if and only if

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{n}}|\widehat{\phi}(\xi+k)|^{2} \equiv 1 \tag{50}
\end{equation*}
$$

In this case, with $V_{j}$ defined as just indicated, we have $V_{j} \subset V_{j+1}$ if and only if $\phi \in V_{1}$, and since $\left\{\phi_{1 k}: k \in \mathbb{Z}^{n}\right\}$ is an orthonormal basis for $V_{1}$, that happens if and only if

$$
\begin{align*}
\phi & =\sum a_{k} \phi_{1 k} \text { with } \sum\left|a_{k}\right|^{2}<\infty ; \quad \text { or equivalently, }  \tag{51}\\
\widehat{\phi}(\xi) & =m(\xi / 2) \widehat{\phi}(\xi / 2) \text { where } m(\xi)=2^{-n / 2} \sum a_{k} e^{-2 \pi i k \cdot \xi} .
\end{align*}
$$

The condition $\bigcap V_{j}=\{0\}$ is always satisfied under the preceding assumptions, and the condition $\overline{\bigcup V_{j}}=L^{2}$ turns out to be satisfied precisely when $|\widehat{\phi}(0)|=1$. (This says more than one might think at first; by (50), it implies that $\widehat{\phi}(k)=0$ for all nonzero $k \in \mathbb{Z}^{n}$.) After multiplying $\phi$ by a constant, then, we may and shall assume that $\widehat{\phi}(0)=1$.

The relation (51) can be iterated $-\widehat{\phi}(\xi)=m(\xi / 2) m(\xi / 4) \widehat{\phi}(\xi / 4)$, etc. - so, with $\widehat{\phi}(0)=1$, under mild regularity assumptions one can pass to the limit and obtain $\widehat{\phi}(\xi)=\prod_{1}^{\infty} m\left(\xi / 2^{j}\right)$. This suggests that one way to construct an MRA is to start with a suitable periodic function $m$ and define $\widehat{\phi}$ to be this infinite product, which automatically yields the relation (51). This is the method used by Daubechies to construct compactly supported wavelets on $\mathbb{R}$ (for which $m$ is a trigonometric polynomial).

In dimension 1, there is a canonical way to pass from an MRA to a wavelet basis. Given an MRA $\left\{V_{j}\right\}$ on $\mathbb{R}$ with scaling function $\phi$, let

$$
W_{j}=V_{j+1} \cap V_{j}^{\perp}
$$

thus, by (iii), we have $L^{2}(\mathbb{R})=\bigoplus_{-\infty}^{\infty} W_{j}$. Moreover, with $a_{k}$ and $m$ as in (51), define $\psi \in V_{1}$ by

$$
\begin{equation*}
\psi=\sum(-1)^{k+1} \bar{a}_{1-k} \phi_{1 k}, \quad \text { that is, } \quad \widehat{\psi}(\xi)=e^{-\pi i \xi} \overline{m((\xi+1) / 2)} \widehat{\phi}(\xi / 2 .) \tag{52}
\end{equation*}
$$

Theorem 39 - Given an MRA $\left\{V_{j}\right\}$ on $\mathbb{R}$ with scaling function $\phi$, define $\psi$ by (52) and then $\psi_{j k}$ by (49) (with $n=1$ ). Then $\left\{\psi_{j k}: k \in \mathbb{Z}\right\}$ is an orthonormal basis for $W_{j}$ for each $j$, and hence $\left\{\psi_{j k}: j, k \in \mathbb{Z}\right\}$ is a wavelet basis for $L^{2}(\mathbb{R})$.

For example, the Haar basis arises from this construction by taking the scaling function $\phi$ to be $\chi_{[0,1)}$ (so $V_{j}$ is the space of $L^{2}$ functions that are constant on each interval $\left[k 2^{-j},(k+1) 2^{-j}\right)$ ), and the Littlewood-Paley-type basis $\left\{\Psi_{j k}\right\}$ presented above arises by taking $\Phi(x)=(\sin \pi x) / \pi x$ (so $\widehat{\Phi}=\chi_{[-1 / 2,1 / 2]}$ and $V_{j}$ is the space of $f \in L^{2}$ such that $\widehat{f}=0$ outside $\left[-2^{j-1}, 2^{j-1}\right]$ ). (The basis $\left\{\Phi_{j k}: k \in \mathbb{Z}\right\}$ for $V_{j}$ is the one that arises in the Shannon sampling theorem, and $\Psi$ is sometimes called the Shannon wavelet for this reason.)

It is easy to construct $n$-dimensional MRAs and wavelets out of 1 -dimensional ones by using tensor products. For simplicity, let $n=2$. Given an MRA $\left\{V_{j}\right\}$ on $\mathbb{R}$ with scaling function $\phi$ and associated mother wavelet $\psi$, we can define an $\operatorname{MRA}\left\{\mathcal{V}_{j}\right\}$ on $\mathbb{R}^{2}$ by $\mathcal{V}_{j}=V_{j} \otimes V_{j}$; that is, $\mathcal{V}_{j}$ is the closed linear span of the functions of the form $f(x, y)=g(x) h(y)$ with $g, h \in V_{j}$; its scaling function is $\Phi=\phi \otimes \phi$, that is, $\Phi(x, y)=\phi(x) \phi(y)$. But now there is a small complication: since $V_{j+1}=V_{j} \oplus W_{j}$, we have

$$
\mathcal{V}_{j+1}=\left(V_{j} \otimes V_{j}\right) \oplus\left(W_{j} \otimes V_{j}\right) \oplus\left(V_{j} \otimes W_{j}\right) \oplus\left(W_{j} \otimes W_{j}\right)
$$

so $\mathcal{W}_{j}=\mathcal{V}_{j+1} \cap \mathcal{V}_{j}^{\perp}$ is given by

$$
\mathcal{W}_{j}=\left(W_{j} \otimes V_{j}\right) \oplus\left(V_{j} \otimes W_{j}\right) \oplus\left(W_{j} \otimes W_{j} .\right)
$$

To obtain an orthonormal basis for this we need not one but three mother wavelets: $\Psi^{1}=\psi \otimes \phi$, $\Psi^{2}=\phi \otimes \psi$, and $\Psi^{3}=\psi \otimes \psi$. And indeed, one easily checks that the functions $\Psi_{j k}^{\epsilon}\left(=\left(\Psi^{\epsilon}\right)_{j k}\right)$ with $j \in \mathbb{Z}, k \in \mathbb{Z}^{2}$, and $\epsilon=1,2,3$ constitute an orthonormal basis for $L^{2}\left(\mathbb{R}^{2}\right)$. The generalization to $\mathbb{R}^{n}$ is obvious: one needs $2^{n}-1$ mother wavelets to generate a basis.

This phenomenon persists even for MRAs that are not of tensor product type: a wavelet basis for $L^{2}\left(\mathbb{R}^{n}\right)$ must have the form

$$
\left\{\psi_{j k}^{\epsilon}: j \in \mathbb{Z}, k \in \mathbb{Z}^{n}, \epsilon=1, \ldots, 2^{n}-1\right\}
$$

generated by $2^{n}-1$ mother wavelets $\psi^{\epsilon}$. (The reason, in a nutshell, is that the group $(2 \mathbb{Z})^{n}$ has index $2^{n}$ in $\mathbb{Z}^{n}$.) To simplify the notation in what follows, we define

$$
\begin{equation*}
\mathcal{N}=\mathbb{Z} \times \mathbb{Z}^{n} \times\left\{1, \ldots, 2^{n}-1\right\}, \quad \psi_{\nu}=\psi_{j k}^{\epsilon} \text { for } \nu=(j, k, \epsilon) \in \mathcal{N} \tag{53}
\end{equation*}
$$

An important feature of smooth wavelets is that they have many vanishing moments. To be precise:

Theorem 40 - Suppose $\psi$ is a function of class $C^{m}$ on $\mathbb{R}^{n}$ such that $|\psi(x)| \leq C(1+|x|)^{-(m+n+\epsilon)}$ for some $C, \epsilon>0$ and $\left\{\psi_{j k}: j \in \mathbb{Z}, k \in \mathbb{Z}^{n}\right\}$ is an orthonormal set. Then $\int P(x) \psi(x) d x=0$ for every polynomial $P$ of degree $\leq m$.

The idea of the proof is as follows: For $j_{0} \gg 0$ and $x_{0} \in \mathbb{Z}^{n}$, there is a $k_{0} \in \mathbb{Z}^{n}$ so that the mass of $\psi_{j_{0} k_{0}}$ is concentrated in a small ball about $x_{0}$. For $j \ll j_{0}, \psi_{j k}$ can be well approximated on this ball by its Taylor polynomial $P_{m, x_{0}}$ of degree $m$ centered at $x_{0}$, so $\int \psi_{j_{0} k_{0}} \bar{P}_{m, x_{0}} \approx\left\langle\psi_{j_{0}, k_{0}}, \psi_{j k}\right\rangle=0$, and this approximation improves as $j_{0}-j$ increases. By rescaling and varying $x_{0}$, one deduces that $\int \psi P=0$ for a family of polynomials $P$ of degree $m$ that spans the whole space of such polynomials.

Theorem 40 says that if $\psi$ is of class $C^{m}$ then $\widehat{\psi}$ vanishes to order $m$ at the origin, since $\partial^{\alpha} \widehat{\psi}(0)=$ $\int(-2 \pi i x)^{\alpha} \psi(x) d x$. If $\psi$ and its derivatives up to order $m$ are in $L^{1}$, then $\widehat{\psi}$ also vanishes to order $m$ at infinity, so most of the mass of $\widehat{\psi}$ is concentrated in a spherical shell $0<a<|\xi|<b<\infty$. Hence, for any $f \in L^{2}$ the sum $S_{j}^{f}=\sum_{k}\left\langle f, \psi_{j k}\right\rangle \widehat{\psi_{j k}}(\xi)=\sum_{k}\left\langle f, \psi_{j k}\right\rangle e^{2 \pi i k \cdot \xi / 2^{j}} \widehat{\psi}\left(\xi / 2^{j}\right)$ is concentrated in the shell $2^{j} a<|\xi|<2^{j} b$, and the expansion $f=\sum_{j} S_{j}^{f}$ provides a decomposition of $f$ into terms concentrated in various frequency bands - not as precisely as with the Shannon wavelet, but still in the spirit of Littlewood-Paley.

Another immediate consequence of Theorem 40 is that there are no $C^{\infty}$ wavelets with exponential decay. Indeed, if $\psi \in C^{\infty}$, then $\widehat{\psi}$ vanishes to infinite order at the origin, whereas if $|\psi(x)| \leq C e^{-c|x|}$, then $\widehat{\psi}$ extends holomorphically to the strip $|\operatorname{Im} \xi|<c$; the two conditions are incompatible for $\psi \neq 0$. Hence the smoothness-plus-decay properties of the Strömberg, Meyer, and Daubechies wavelets are more or less optimal.

Many of the common function spaces, including $L^{p}$ and $L_{s}^{p}(1<p<\infty), H^{p}$, and $B M O$, have characterizations in terms of wavelet expansions; we discuss just a couple of these. Perhaps the simplest is the one for $L^{2}$ Sobolev spaces. In view of the remarks two paragraphs earlier, the reader should have no difficulty in appreciating the plausibility of the following result:

Theorem 41 - Suppose $\left\{\psi_{j k}^{\epsilon}\right\}$ is a wavelet basis for $L^{2}\left(\mathbb{R}^{n}\right)$ of class $C^{m}$. For $0 \leq s<m$, $f \in L_{s}^{2}$ if and only if $\sum_{j, k, \epsilon}\left|\left\langle f, \psi_{j k}^{\epsilon}\right\rangle\right|^{2}\left(1+2^{2 j s}\right)<\infty$.

As far as $L^{p}$ spaces and their relatives are concerned, the essential point is the connection between wavelets and singular integrals. In what follows we employ the terminology of (weak) CalderónZygmund operators introduced in $\S 9$ in connection with the $T(1)$ theorem (Theorem 26). We also employ the notation (53).

Theorem 42 - Let $\left\{\psi_{\nu}: \nu \in \mathcal{N}\right\}$ be a wavelet basis where the $\psi_{\nu}$ 's are of class $C^{1}$ and rapidly decaying at infinity. If $\left\{c_{\nu}: \nu \in \mathcal{N}\right\}$ is any bounded set of complex numbers, the operator $T$ defined on $L^{2}$ by $T\left(\sum a_{\nu} \psi_{\nu}\right)=\sum c_{\nu} a_{\nu} \psi_{\nu}$ is a Calderón-Zygmund operator and hence is bounded on $L^{p}$ for $1<p<\infty$; moreover, the operator norm of $T$ on $L^{p}$ depends only on $p$ and $\sup _{\nu}\left|c_{\nu}\right|$.

As the operator norm of $T$ on $L^{2}$ is $\sup _{\nu}\left|c_{\nu}\right|$, the point here is that $T$ is associated to the kernel $K(x, y)=\sum c_{\nu} \psi_{\nu}(x) \bar{\psi}_{\nu}(y)$, and one uses the properties of the $\psi$ 's to show that $K$ is standard.

In particular, one can take $c_{\nu}= \pm 1$ for each $\nu$ to conclude that the operators $\sum a_{\nu} \psi_{\nu} \mapsto$ $\sum \pm a_{\nu} \psi_{\nu}$ are uniformly bounded on $L^{p}(1<p<\infty)$ and hence that $\left\{\psi_{\nu}\right\}$ is an unconditional basis for $L^{p}$. More precisely, one can show that $f \in L^{p}$ if and only if $\left[\sum\left|\left\langle f, \psi_{\nu}\right\rangle \psi_{\nu}\right|^{2}\right]^{1 / 2} \in L^{p}$, with equivalence of norms. (Again, there is a resonance with Theorem 28.)

Moreover, the argument that proves Theorem 42 also shows that if $\left\{\psi_{\nu}\right\}$ and $\left\{\widetilde{\psi}_{\nu}\right\}$ are two different wavelet bases satisfying the hypotheses of the theorem, the map $T\left(\sum a_{\nu} \psi_{\nu}\right)=\sum a_{\nu} \widetilde{\psi}_{\nu}$ (which is of course unitary on $L^{2}$ ) is a Calderón-Zygmund operator. This addresses many of the issues that might arise from the nonuniqueness of wavelet bases.

Theorem 42 concerns operators that are diagonal with respect to a wavelet basis, but it is pretty obvious that the result extends to operators that are only "approximately diagonal" - that is, operators $T$ whose matrix elements $\left\langle T \psi_{\nu}, \psi_{\nu^{\prime}}\right\rangle$ are uniformly bounded and tend to zero sufficiently rapidly as the distance between $\nu$ and $\nu^{\prime}$ grows in $\mathcal{N}$. The precise decay conditions are a bit technical, and we shall not state them here.

We conclude by sketching a proof of the $T(1)$ theorem by using wavelets (see [62] for details). Recall that a "weakly bounded" operator $T$ is assumed initially to map $\mathcal{S}$ into $\mathcal{S}^{\prime}$ but extends to a continuous map from $C_{c}^{K}$ (the space of $C^{K}$ functions of compact support) to its dual space, for suitable $K \in \mathbb{Z}^{+}$. Thus, if $\left\{\psi_{\nu}\right\}$ is a wavelet basis whose elements belong to $C_{c}^{K}$, the matrix elements $\left\langle T \psi_{\nu}, \psi_{\nu^{\prime}}\right\rangle$ make sense. One can show that if $T(1)=T^{*}(1)=0$, these matrix elements satisfy estimates of the sort referred to in the preceding paragraph; hence $T$ is approximately diagonal and is therefore a Calderón-Zygmund operator. This proves the $T(1)$ theorem for the special case $T(1)=$ $T^{*}(1)=0$.

The reduction of the general case to the special one is accomplished as follows. Again let $\left\{\psi_{\nu}\right\}$ be a wavelet basis of class $C_{c}^{K}$. Since $\int \psi_{\nu}=0$ (Theorem 40), the numbers $a_{\nu}=\left\langle T(1), \psi_{\nu}\right\rangle$ and $b_{\nu}=\left\langle T^{*}(1), \psi_{\nu}\right\rangle$ are well defined. Choose $\zeta \in C_{c}^{\infty}$ with $\int \zeta=1$, and for $\nu=(j, k, \epsilon)$ let $\zeta^{\nu}(x)=2^{j n} \zeta\left(2^{j} x-k\right)$ (independent of $\epsilon$ and normalized so that $\int \zeta^{\nu}=1$ ), and define

$$
S_{1} f=\sum a_{\nu}\left\langle f, \zeta^{\nu}\right\rangle \psi_{\nu}, \quad S_{2} f=\sum b_{\nu}\left\langle f, \psi_{\nu}\right\rangle \zeta^{\nu} .
$$

Then we have $S_{1}(1)=\sum a_{\nu}\left(\int \zeta^{\nu}\right) \psi_{\nu}=\sum a_{\nu} \psi_{\nu}=T(1)$ and $S_{2}(1)=\sum b_{\nu}\left(\int \psi_{\nu}\right) \zeta^{\nu}=0$; since $S_{1}^{*}$ and $S_{2}^{*}$ are defined by the same sums with $\zeta^{\nu}$ and $\psi_{\nu}$ switched, we likewise have $S_{1}^{*}(1)=0$ and $S_{2}^{*}(1)=T^{*}(1)$. (It is not hard to justify these formal calculations rigorously.) An argument similar to the proof of Theorem 42 shows that $S_{1}$ and $S_{2}$ are associated to standard kernels, and the hypothesis that $T(1)$ and $T^{*}(1)$ are in $B M O$ can be used to yield estimates on $a_{\nu}$ and $b_{\nu}$ that imply that $S_{1}$ and $S_{2}$ are bounded on $L^{2}$. Hence $S_{1}$ and $S_{2}$ are Calderón-Zygmund operators, and the preceding argument applies to $T-S_{1}-S_{2}$, so the proof is complete.
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[^0]:    ${ }^{1}$ The "F." could stand for Frigyes, Friedrich, or Frédéric, all linguistic variants of the same name, depending on whether Riesz was writing in Hungarian, German, or French.

[^1]:    ${ }^{2}$ i.e., integrable on sets of finite measure

[^2]:    ${ }^{3}$ The name "Riesz transform" was introduced by Stein and Weiss.

